
PARAMETRIC HYPOTHESIS TESTS 

Question 𝐻0 null hypothesis Test Observed value Critical value Accepted if 

Is the mean of ξ a prescribed 
𝑎0 number, when σ standard 
deviation is known? 

𝑀(𝜉) = 𝑎0 U-test 𝑢𝑜𝑏𝑠 =
�̅� − 𝑎0

𝜎

√𝑛

 𝑢𝑐𝑟𝑖𝑡 = Φ−1 (
𝑝 + 1

2
) 

=NORM.S.INV((p+1)/2) 
|𝑢𝑜𝑏𝑠| < 𝑢𝑐𝑟𝑖𝑡 

Is the mean of ξ a prescribed  
𝑎0 number, when σ standard 
deviation is unknown? 

𝑀(𝜉) = 𝑎0 T-test 
𝑡𝑜𝑏𝑠 =

�̅� − 𝑎0

𝑠∗

√𝑛

 
𝑡𝑐𝑟𝑖𝑡=T.INV.2T(1-p;n-1) |𝑡𝑜𝑏𝑠| < 𝑡𝑐𝑟𝑖𝑡 

Are the means of ξ and η 
independent random 
variables equal, when their 
standard deviations 𝜎𝜉  and 𝜎𝜂 

are known? 

𝑀(𝜉) = 𝑀(η) 
Two-sample 

U-test 

𝑢𝑜𝑏𝑠 =
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𝑢𝑐𝑟𝑖𝑡 = Φ−1 (

𝑝 + 1

2
) 

=NORM.S.INV((p+1)/2) 
|𝑢𝑜𝑏𝑠| < 𝑢𝑐𝑟𝑖𝑡 

Are the means of ξ and η 
independent random 
variables equal, when their 
standard deviation 𝜎𝜉  and 𝜎𝜂 

are unknown? 

𝑀(𝜉) = 𝑀(η) Welch-test 
𝑤𝑜𝑏𝑠 =
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𝑤𝑐𝑟𝑖𝑡= T.INV.2T(1-p;f) 

|𝑤𝑜𝑏𝑠| < 𝑤𝑐𝑟𝑖𝑡 

Are the standard deviations of 
ξ and η equal? 

𝐷(𝜉) = 𝐷(η) F-test 𝑓𝑜𝑏𝑠 = max (
𝑠𝑥

∗2

𝑠𝑦
∗2 ;

𝑠𝑦
∗2

𝑠𝑥
∗2) 

𝑓𝑘𝑟𝑖𝑡 

= 𝐅. 𝐈𝐍𝐕. 𝐑𝐓 (
𝟏 − 𝐩

𝟐
; 𝐧𝒙 − 𝟏; 𝒏𝒚 − 𝟏) 

where 𝑠𝑥
∗ > 𝑠𝑦

∗  

𝑓𝑜𝑏𝑠 < 𝑓𝑐𝑟𝑖𝑡 

Is the minimum/maximum 
element of the measurement 
belong to the distribution, or 
is it a measurement error? 

The 
minimum/maximum 
element belongs to 

the distribution. 

Grubbs test 
𝑔𝑜𝑏𝑠,𝑚𝑎𝑥 =

𝑚𝑎𝑥 − �̅�

𝑠∗
 

𝑔𝑜𝑏𝑠,𝑚𝑖𝑛 =
�̅� − 𝑚𝑖𝑛

𝑠∗
 

𝑔𝑐𝑟𝑖𝑡: form table 𝑔𝑜𝑏𝑠 < 𝑔𝑐𝑟𝑖𝑡 

Did the mean change through 
the measurement. 

The mean did not 
change. 

Abbé test 
𝑞2 =

1

2(𝑛 − 1)
∑(𝑥𝑖+1 − 𝑥𝑖)2
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𝐼=1

 

𝑟𝑜𝑏𝑠 =
𝑞2

𝑠∗2 

𝑟𝑐𝑟𝑖𝑡: form table 𝑟𝑜𝑏𝑠 > 𝑟𝑐𝑟𝑖𝑡  



NON PARAMETRIC TESTS 

Question 𝐻0 null hypothesis Test Observed value Critical value Accepted if 

Is the ξ random variable follows 
a given F distribution? 

ξ follows the given 
F distribution. 

Goodness of fit 
test with 

 𝜒2 − test 

𝜒𝑜𝑏𝑠
2 = ∑

(𝜈𝑖 − 𝑁𝑝𝑖)2

𝑁𝑝𝑖

𝑟

𝑖=1

 
𝜒𝑐𝑟𝑖𝑡

2 = 𝑪𝑯𝑰𝑺𝑸. 𝑰𝑵𝑽. 𝑹𝑻(𝟏 − 𝒑; 𝒇) 
𝑓 = 𝑟 − 1 − 𝑘 

𝑘 is the number of estimated 
parameters 

𝜒𝑜𝑏𝑠
2 < 𝜒𝑐𝑟𝑖𝑡

2  

Are ξ and η independent 
random variables follow the 

same distribution? 

ξ and η follow the 
same distribution. 

Homogeneity 
test with  

 𝜒2 − test  
𝜒𝑜𝑏𝑠

2 = 𝑛𝑚 ∑
(

𝜈𝑖
𝑛 −

𝜇𝑖
𝑚)
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𝜈𝑖 + 𝜇𝑖

𝑟
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𝜒𝑐𝑟𝑖𝑡
2 = 𝑪𝑯𝑰𝑺𝑸. 𝑰𝑵𝑽. 𝑹𝑻(𝟏 − 𝒑; 𝒇) 

𝑓 = 𝑟 − 1 − 𝑘 
𝑘 is the number of estimated 

parameters 

𝜒𝑜𝑏𝑠
2 < 𝜒𝑐𝑟𝑖𝑡

2  

 


