On the merits of extrapolation-based stiff ODE solvers for combustion CFD

A. Imren*, D.C. Haworth

Research Building East, Department of Mechanical and Nuclear Engineering, The Pennsylvania State University, University Park, PA 16802, USA

ARTICLE INFO

Article history:
Received 6 May 2016
Revised 27 June 2016
Accepted 15 September 2016
Available online 28 September 2016

Keywords:
Computational fluid dynamics
Detailed chemistry
Stiff ODE solver
Dynamic adaptive chemistry
Compression-ignition engine

ABSTRACT

In applications including compression-ignition engines, there is a need to accommodate more realistic chemistry in computational fluid dynamics (CFD) simulations. Here, we consider approaches where a chemical mechanism is implemented in an application CFD code, an operator-splitting strategy is used to isolate the chemical source terms, and a stiff ordinary differential equation (ODE) solver is used to compute the changes in composition due to chemical reactions for each computational element. Chemical source terms often dominate the computational effort, and reducing the high computational cost associated with realistic chemistry has been the subject of extensive research. This includes work on improved stiff ODE solvers, which in most cases has centered on backward differentiation formula (BDF) methods. Here a different class of solvers is considered, based on extrapolation methods. Key elements of stiff ODE solvers are reviewed briefly, focusing on differences between BDF methods and extrapolation methods. Issues related to using a stiff ODE solver with operator splitting in a CFD code (where the solver is repeatedly stopped and restarted) are emphasized. Homogeneous-reactor results are presented first. There the relationship between user-specified error tolerances and solution accuracy is explored, tradeoffs between accuracy and CPU time are shown, and close-to-linear increase in CPU time with increasing chemical mechanism size is demonstrated. Engine results are presented next, including both homogeneous-charge compression-ignition engines, and direct-injection (nonhomogeneous) compression-ignition engines. There some results are presented where the stiff ODE solver is combined with a dynamic adaptive chemistry scheme. In all cases, it is found that the extrapolation solver offers significant advantages in accuracy and computational efficiency compared to the BDF solver. While the results presented are for one BDF solver (CVODE) and one extrapolation solver (SEULEX), it is anticipated that the insight into how stiff ODE solvers behave in combustion CFD will be broadly applicable to other solvers in these general classes.

© 2016 The Combustion Institute. Published by Elsevier Inc. All rights reserved.

1. Introduction

Across multiple domains of application, there is a pressing need to incorporate more realistic chemical kinetics in computational fluid dynamics (CFD) simulations of chemically reacting flows. For example, increasingly large chemical mechanisms are needed to accurately predict autoignition, heat release and pollutant emissions in multidimensional modeling of in-cylinder processes in compression-ignition engines, especially for the thermochemical environments that are of interest for next-generation engines [1, 2]. Here, the focus is on approaches where the chemical mechanism of interest is carried directly in the CFD simulation (versus being pretabulated in flame libraries, for example), an operator-splitting strategy is invoked to isolate the chemical source terms in the governing equations, and the changes in composition due to chemical reactions for each computational element (e.g., each finite-volume cell in the case of Eulerian CFD, or each computational particle in the case of a Lagrangian-particle-based transported probability density function – PDF – method [3]) are computed by solving a system of ordinary differential equations (ODEs), typically using a stiff ODE solver. This does not preclude initial pre-derivation of a detailed chemical mechanism. Further information on why this approach is of interest is provided in Section 2.

In this scenario, calculation of chemical source terms usually dominates the computational effort, and several strategies have been developed to reduce the high computational overhead of carrying realistic chemistry. These include: on-the-fly mechanism reduction strategies, where the chemical mechanism is reduced locally for each computational element based on local thermochemical conditions (e.g., directed-relation-graph-based dynamic
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adaptive chemistry – DRG/DAC [4,5]; storage-retrieval (tabulation) strategies, where chemical source terms are stored as they are computed and are reused later in the simulation when similar thermochemical conditions are encountered (e.g., in situ adaptive tabulation – ISAT [6]); clustering strategies, where computational elements having similar initial conditions are combined to reduce the number of ODE integrations required (e.g., chemistry coordinate mapping – CCM [7]); hardware-based strategies that take advantage of specific computer architectures (e.g., graphics processing units – GPUs [8]); and combinations of two or more of these strategies (e.g., combining dynamic adaptive chemistry with tabulation [9,10], or dimension reduction with tabulation [11,12]).

At some point, all of these on-the-fly chemistry acceleration strategies (as well as most prereduction strategies) require a stiff ODE solver, and improved stiff ODE solvers, tailored to the combustion chemistry problem, have been the subject of recent investigations [13–15]. Much of the work to date on stiff ODE solvers for combustion chemistry has focused on solver performance for isolated homogeneous reactors, and has not directly considered the implications on solver performance of repeated solver stopping/reinitialization in a CFD code. Also, most work has focused on backward differentiation formula (BDF) methods for solving systems of stiff ODEs. Here, a fresh look is taken at stiff ODE solvers for combustion CFD by explicitly considering the reinitialization problem, and this leads to consideration of a different class of stiff ODE solvers based on extrapolation methods [16,17].

The remainder of the paper is organized as follows. In Section 2, the motivation for operator splitting and stiff ODE solvers in combustion CFD is presented, key elements of stiff ODE solvers are discussed, the reinitialization problem is introduced, a basic DAC method is reviewed (for subsequent application to engine combustion CFD, in combination with the stiff ODE solvers), and other elements of the CFD algorithms that have been used here are described. The chemical mechanisms that have been considered are introduced in Section 3, and results are presented in Section 4. Three general configurations are considered: homogeneous reactors, homogeneous-charge compression-ignition (HCCI) engines and direct-injection compression-ignition engines. The emphasis is on comparisons of computational time required versus solution accuracy for different stiff ODE solver variants. Conclusions and next steps are summarized in the final section.

2. Operator splitting and stiff ODE solvers for combustion CFD

For the class of combustion CFD problems that is of interest here, key elements of the computational strategy are: (1) invoke operator splitting to isolate the chemical source terms in the governing equations; (2) integrate a system of highly nonlinear ODEs to compute the changes in composition due to chemical reactions over a specified computational time step using a stiff ODE solver; and (3) implement other chemistry acceleration strategies (in addition to improved stiff ODE solvers) to further reduce the computational time required for chemistry calculations – here DRG–based DAC is considered, as an example. Each of these is discussed in the following subsections. The importance of solver reinitialization is emphasized. In the final subsection, the specific CFD algorithms that have been used are described briefly.

2.1. Operator splitting

We consider a reacting mixture of \( N_s \) chemical species. The mixture composition can be expressed in terms of the species mass fractions \( Y_a \) for species \( a \), and the equations governing the evolution of \( Y_a \) can be written as Eulerian partial differential equations (in the case of finite-volume-based CFD, for example) or as Lagrangian ordinary differential equations (in a particle-based transported PDF method [3], for example). In either case, one can invoke operator splitting to isolate the changes in composition due to chemical reactions. Then for each computational element (Eulerian finite-volume cell, or Lagrangian particle), the change in composition due to chemical reactions over a computational time step \( \Delta t_{CFD} \) can be computed as the solution to a nonlinear initial-value problem:

\[
\frac{d\mathbf{Y}}{dt} = \mathbf{S}(\mathbf{Y}(t)) \quad \text{with} \quad \mathbf{Y}(t = t_0) = \mathbf{Y}_0 ,
\]

or

\[
\mathbf{Y}(t_0 + \Delta t_{CFD}) = \mathbf{Y}_0 + \int_{t_0}^{t_0 + \Delta t_{CFD}} \mathbf{S}(\mathbf{Y}(t))dt .
\]

where \( \mathbf{Y} \) and \( \mathbf{S} \) are vectors of length \( N_s = N_s + 1 \) \((N_s \text{ species mass fractions plus temperature})\), and \( \mathbf{S} \) is the mass-based rate of production of species \( \alpha \) or of temperature. The method that is chosen to solve Eq. 1 depends on the physical time scales in the problem, compared to the computational time step \( \Delta t_{CFD} \). For typical hydrocarbon-air chemical mechanisms at engine-relevant conditions, the chemistry is stiff; that is, the range of relevant time scales (which can be quantified formally using eigenvalue analysis, or estimated using various approximations) varies over several orders of magnitude. The longest chemical time scale of interest is the time to reach chemical equilibrium from the prescribed initial condition: e.g., \( t_{chem,max} \approx t_{eq} \approx 10^{-4} \text{–} 10^{-3} \text{ s} \). The value of \( t_{chem,max} \) can be even larger than this, depending on the chemical mechanism, thermochemical conditions, and the physics of interest (the time required for NO to reach equilibrium can be much longer, for example). The shortest chemical time scales are typically several orders of magnitude smaller: e.g., \( t_{chem,min} \approx 10^{-9} \text{–} 10^{-8} \text{ s} \). The value of \( t_{chem,min} \) can be even smaller than this, depending on the chemical mechanism and thermochemical conditions. The computational time step that is used in CFD is usually determined based on considerations other than chemistry (e.g., capturing transport or fuel-spray processes, or controlling splitting errors), and a typical value for compression-ignition engine applications is on the order of microseconds: \( \Delta t_{CFD} \approx 10^{-6} \text{–} 10^{-5} \text{ s} \), say. This is still orders of magnitude larger than the smallest relevant chemical time scale, and in that case, an implicit stiff ODE solver is appropriate to solve the system of ODEs given in Eq. 1.

2.2. Stiff ODE solvers

The nonlinear initial-value problem of Eq. 1 can be solved using variants of Newton iteration, where a succession of linear problems is solved whose solution eventually converges to the solution of the nonlinear problem. This involves subdividing \( \Delta t_{CFD} \) into smaller subintervals \( \Delta t_{ODE} \). For an explicit solver, or for an implicit solver that reverts to explicit time stepping at some point, the smallest value of \( \Delta t_{ODE} \) can be expected to be of the order of \( t_{chem,min} \). To advance the solution over a subinterval of the CFD time step from time \( t_n \) (where \( \mathbf{Y}_n = \mathbf{Y}(t = t_n) \) is known) to \( t_{n+1} \) (where \( \mathbf{Y}_{n+1} = \mathbf{Y}(t = t_{n+1}) \) is to be found) and with \( \Delta t_{ODE} = t_{n+1} - t_n \), the problem can be linearized as follows:

\[
\mathbf{Y}_{n+1} = \mathbf{Y}_n + \int_{t_n}^{t_{n+1}} \left( \mathbf{S}_n + \mathbf{J}_n (\mathbf{Y}_{n+1} - \mathbf{Y}_n) + \mathbf{O}(\Delta t_{ODE}^2) \right) dt
\]

\[
= \mathbf{Y}_n + \mathbf{S}_n \Delta t_{ODE} + \mathbf{J}_n (\mathbf{Y}_{n+1} - \mathbf{Y}_n) \Delta t_{ODE} + \mathbf{O}(\Delta t_{ODE}^2) .
\]

so that on rearranging and neglecting higher-order terms \( \mathbf{O}(\Delta t_{ODE}^2) \):

\[
(\mathbf{I} - \mathbf{J}_n \Delta t_{ODE}) (\mathbf{Y}_{n+1} - \mathbf{Y}_n) = \mathbf{S}_n \Delta t_{ODE} .
\]

Here, \( \mathbf{I} \) is the identity matrix and \( \mathbf{J}_n = \frac{\partial \mathbf{S}_n}{\partial \mathbf{Y}} \bigg|_{t_n} \) is the Jacobian matrix evaluated at time level \( n \). The final equation provides the basis of an iterative procedure that can be used to solve for \( \mathbf{Y}_{n+1} \). On each iteration, \( \mathbf{S} \) is recomputed based on the most recent \( \mathbf{Y} \), \( \mathbf{J} \) is updated.
extrapolation method is SEULEX [17]. In an extrapolation method, each $\Delta t_{ODE}$ is successively partitioned into subintervals, a low-order method is used over each subinterval, and a recursive procedure (a divided difference table and Richardson extrapolation) is used to project to higher-order accuracy over each $\Delta t_{ODE}$; up to 12th-order is available in the implementation that has been used here. The sequence of partitions is prescribed based on theory, and partitioning continues until the user-specified level of accuracy is reached for the current $\Delta t_{ODE}$. As the time integration proceeds, a combination of theory and heuristics is used to estimate the next allowable $\Delta t_{ODE}$, as in a BDF method. Key elements of the SEULEX algorithm that has been used here are summarized in Appendix B. Since the use of an extrapolation-based stiff ODE solver for combustion CFD is central in this paper, somewhat more detail is provided in Appendix B compared to Appendix A, and C++ source code is provided in the Supplementary Material. Two especially important characteristics of extrapolation methods (in contrast to BDF methods) are: (1) the computational effort for each $\Delta t_{CFD}$ is not concentrated at the beginning of the CFD time interval; and (2) to advance from internal time level $n$ to time level $n + 1$, only information from time level $n$ is required.

In both methods, it is necessary to implement strategies to recognize and correct convergence failures, and again, these are based on a combination of theory and heuristics.

2.2.2. Jacobian options

Three basic approaches can be distinguished to compute the elements of the $N_e \times N_e$ matrix $J$: the difference quotient (finite difference) method, semi- analytical methods and fully analytical methods.

In the difference quotient method, each column of $J$ is computed by perturbing one element of $Y$ by a small amount $\epsilon$ and calculating the partial derivatives numerically, usually using first-order forward differences. This requires $N_e$ evaluations of $S$, is computationally expensive, and has been largely abandoned in recent work.

Analytic methods take advantage of the known functional form of the chemical source terms $S = S(Y)$ to calculate some (in the case of semi- analytic) or all (in the case of fully- analytic) of the partial derivatives analytically. This is relatively straightforward for elementary reaction mechanisms, although exact expressions for the partial derivatives often are used only for simple reactions, while approximations are used for pressure- dependent reactions and reactions with third- body collision efficiencies, for example.

As noted earlier, approximations that are made in estimating the Jacobian do not influence the converged solution to the nonlinear problem (as long as it converges), and this can be exploited in various ways. Those include deferring Jacobian updates as long as possible over the course of the integration, invoking approximations in evaluating Jacobian elements analytically as noted above, “filtering” the Jacobian (setting values that are small compared to a user-prescribed threshold to zero to increase sparseness [15]), and zeroing full rows and/or columns. While filtering has been shown to be effective for large mechanisms, it requires judicious specification of tolerances whose optimum values can vary from one mechanism to another.

Finally, it is noted that since only up to three-body reactions are considered in most chemical mechanisms, the Jacobian matrix is inherently sparse (most elements are zeros, when the problem is formulated as described in Appendix C), and the degree of sparseness increases with increasing mechanism size. This can be exploited in the linear system solver, which is discussed next.

2.2.3. Linear system options

Each iteration requires solving a linear system, and linear algebra can dominate the computational effort if inefficient methods are used. Examples of CPU profiling results will be presented later.
Three basic choices to be made are: whether to use a direct solver or an iterative solver; whether to use a sparse or dense matrix representation; and what underlying math libraries to use.

Direct solvers (e.g., LU decomposition) provide (in principle) an exact solution to the linear system, with the exception of the errors that arise from the use of finite-precision floating-point arithmetic (“roundoff errors”), which can accumulate for large systems. The computational effort scales as $n^3$ for large $n$, where $n$ is the size of the linear system (here $n = N^s$). Iterative solvers (e.g., Krylov methods) give an approximate solution to the linear system within a user-prescribed tolerance. Failure to converge the solution of the linear system to sufficient accuracy can lead to global convergence to an incorrect solution of the nonlinear problem. A preconditioner is usually used with an iterative method, and incomplete LU decomposition is a common choice. The computational effort for an iterative solver can scale as $n$ to $n^2$ for large $n$. Iterative solvers are expected to be more efficient than direct solvers for large systems (large $n$), but a general statement cannot be made regarding the relative performance of direct versus iterative solvers for a particular value of $n$ in a specific application.

The question here is whether or not, even for a 10,000-species mechanism (say), the advantage of an iterative solver (including the overhead of preconditioning) is significant or not. The effectiveness of iterative solvers relies strongly on effective sparse linear algebra libraries. Filtering the Jacobian increases sparseness for the preconditioner, which improves performance, but overfiltering can increase the number of Newton iterations required and the overall computational effort; care must be taken in specifying the value of the filtering tolerance, and the appropriate value can vary from one mechanism to another. In [15], iterative methods were found to be advantageous for large mechanisms (larger than ~ 1000 species), when used in conjunction with a sparse matrix representation and Jacobian filtering to improve sparseness. On the other hand, similar performance was reported in [14] using a direct solver, and that might be related to other optimizations that were implemented there.

The inherent sparseness of the combustion chemistry problem suggests that a sparse matrix representation should be advantageous, although there is an overhead associated with reorganizing and indexing of arrays. We have found the sparse representation to be faster for all mechanisms and conditions tested, and a sparse representation will be used for all results presented here, unless specified otherwise.

Finally, recent studies have shown the advantages of using highly optimized math libraries (e.g., [15]). Here the latest version of the KLU sparse matrix math libraries that are provided in the SuiteSparse package has been used [23]; the most recent CVODE release provides interface support for KLU [21]. We have found KLU to be faster across the board than any other library tested (including SuperLU, which was used in [15]), and the KLU sparse matrix libraries are used exclusively in all results presented here.

### 2.2.4. Best results to date from the literature, and solver combinations adopted here

Three keys to reducing the computational effort required to solve Eq. 1 using either BDF or extrapolation methods are: (1) maximize the internal time step $\Delta_{\text{CFD}}$ and order of accuracy of the scheme; (2) minimize the number of Jacobian updates; and (3) use an efficient linear system solver. The first two of these are subject to stability constraints.

The best available methods reported to date in the literature give close to linear scaling [linear increase in CPU time with increasing mechanism size]. In [14] and [15], approximately linear scaling was reported for homogeneous reactors with chemical mechanisms ranging in size over two-to-three orders of magnitude (from 10–30 species to over 7000 species) using BDF methods. In [14], VODE was used with fully analytic Jacobians and a direct sparse solver, while in [15] CVODE was used with semianalytic filtered Jacobians, a Krylov iterative solver, and SuperLU math libraries [24].

Here the main focus is to compare and contrast the behaviors of a BDF method (CVODE) and an extrapolation method (SEULEX) for combustion CFD, taking a state-of-the-art BDF implementation as the basis for comparison. It appears that the best overall performance reported to date using CVODE has been obtained using a Krylov iterative linear system solver with optimized sparse linear algebra libraries and filtered semianalytic Jacobians, and an efficient interface to implement this combination is provided in the CVODE version used here [21]. Our baseline BDF solver is CVODE with an iterative linear system solver, KLU sparse linear algebra libraries, and semianalytic Jacobians without filtering. We have confirmed that this combination reproduces the results presented in [15], with the exception of slightly higher CPU times for the largest mechanisms because of the absence of Jacobian filtering. We did not implement Jacobian filtering, as that requires specification of additional parameters whose optimum values may vary from one mechanism to another, and poor choices can result in higher CPU time, as discussed earlier.

Our baseline extrapolation solver is SEULEX with a direct linear system solver, KLU sparse linear algebra libraries, and semianalytic Jacobians without filtering. A direct solver was chosen based on implementation expediency. This may give an advantage to the BDF method for the larger mechanism sizes and to the extrapolation method for the smaller mechanism sizes (where differences in CPU time are small, in any case), but as will be shown in Section 4, other factors dominate the differences in performance between the two classes of stiff ODE solvers.

### 2.3. The reinitialization problem

As discussed earlier, the computational time step $\Delta_{\text{CFD}}$ is often set by considerations other than chemistry, and may be much smaller than the time required to reach local equilibrium based on the beginning-of-time-step conditions for the computational element. The composition and temperature change because of other physical processes (e.g., transport and diffusion), so that in general, the initial conditions for the chemistry calculation for each computational element at the beginning of each CFD time step are not the same as the conditions at the end of the chemistry calculation from the previous CFD time step. In the simplest implementation of either solver, no information is carried from one CFD time step to the next. The stiff ODE solver must be restarted for each computational element at the beginning of each CFD time step, and the extent to which this impacts solver performance is different for a BDF method versus an extrapolation method (Fig. 1).

The BDF computational effort tends to be concentrated at the beginning of each CFD time step, as a history of several internal time steps of information is needed to grow $\Delta_{\text{ODE}}$ and to enable higher-order accuracy. Even if the composition of the computational element did not change appreciably since the end of the previous chemistry calculation, continuing directly from the end of the previous calculation would require storing the Jacobian, several earlier internal time steps of information, and the estimates for the next internal time step.

In contrast, relatively little computational effort is lost for an extrapolation method at the start of a new CFD time step, and information from earlier internal time steps is not needed to restart the chemistry calculation. Moreover, by saving a single scalar of information for each computational element from the previous CFD time step (the internal estimate for the next $\Delta_{\text{ODE}}$), the extrapolation solver can continue where it left off with little overhead other than recomputing the Jacobian. Storing the solver’s internal
estimate of $\Delta t_{\text{ODE}}$ for each computational element can be a useful strategy in general, and this feature has been implemented in OpenFOAM [25] for some time, for example.

In general, the extent to which information saved from one chemistry step can be reused effectively on the next chemistry step depends on how much the thermochemical conditions of the computational element changed from the end of the previous chemistry step as a result of physical processes other than chemistry. Even if the changes in composition and temperature due to physical processes other than chemistry are negligible, a BDF solver (as usually implemented) would restart from scratch with a very small time step and first-order accuracy, and considerable computational effort would be required to build back up to higher order with the largest possible internal time step. On the other hand, if the changes in composition and temperature due to physical processes other than chemistry are large, neither solver would be expected to effectively reuse information stored from the end of the previous chemistry step. Each solver deals with this using its internal algorithms (see Appendices A and B). A BDF method would normally revert to a very small time step and first-order accuracy, and considerable computational effort would be required to build back up to higher order with the largest possible internal time step. The startup overhead is lower for the extrapolation method, and the maximum order of accuracy is available immediately on the first internal time step. Even without storing and reusing information from the previous chemistry step, the extrapolation method has an advantage when the solver is repeatedly stopped and restarted.

Discontinuities in composition and temperature resulting from physical processes other than chemistry can artificially reactivate fast chemical modes that had been exhausted by the end of the previous chemistry step, such that at the beginning of the next chemistry step, small internal solver time steps are needed to relax back to the slow trajectory. This reactivation of fast chemical modes is a numerical artifact from operator splitting, and in fact, there may be no need to accurately resolve the decay of these artificial fast modes. In any case, if the solver determines (based on the user-specified error tolerances and the solver’s internal algorithms) that it needs to use a smaller internal time step, it will do so. The results provided in Section 4 show that across a wide range of engine-relevant conditions, there are net gains in both accuracy and computational efficiency for the extrapolation solver compared to the BDF solver, and there are benefits from saving and reusing the solver’s internal time step estimate.

2.4. Directed-relation-graph-based dynamic adaptive chemistry

It is of interest to explore the interaction between the stiff ODE solver and other chemistry acceleration strategies. In general, it is expected that the more efficient the stiff ODE solver, the smaller the benefits of other strategies would be. Even so, non-negligible benefits are found with DAC, as will be shown below.

Here a method that has been applied in earlier modeling studies of compression-ignition engines (DRG-based DAC [26,27]) has been implemented, as an example. Since its introduction [4], several variants of DRG methods have been proposed (see [28] and references therein). Here DRGP (DRG with error propagation [51]) has been used, following [27]. For each computational element and on every CFD time step, DRGP is used to reduce the chemical mechanism and the stiff ODE solver is used on the reduced mechanism. Key user-specified parameters are a set of target species and an error tolerance. The baseline error tolerance is set to be $10^{-4}$, and the target species are selected dynamically based on the degree of fuel decomposition (quantified by $\phi_f$), a progress equivalence ratio (quantified by $\phi_p$) and temperature. If $\phi_f$ and $\phi_p$ are greater than the tolerance value, the target species are CO, HO$_2$ and fuel. If a large fuel molecule has decomposed into smaller molecules (containing fewer than three carbon atoms) and $\phi_f$ is smaller than the tolerance value, fuel is removed from the target species list. When both $\phi_f$ and $\phi_p$ are smaller than the tolerance, the main fuel conversion is considered to be essentially complete, and the target species list is updated by replacing CO with CO$_2$ and HO$_2$ with H$_2$O. And if the reactor temperature is greater than a critical temperature (here 1800 K), NO is added to the target list. This gives computed heat-release profiles and emissions values that differ by less than 0.1% from those computed using the same chemical mechanism without DAC for the engine cases that are considered in Section 4. In the remainder of this paper, “DAC” will imply this specific implementation, unless stated otherwise.

2.5. CFD solver

The solver is based on OpenFOAM 2.3.x libraries [25]. A standard pressure-based finite-volume method is used with second-order spatial accuracy and first-order time accuracy. For engine cases, an unsteady RANS formulation is used with a standard two-equation turbulence model and wall functions. In cases with direct in-cylinder liquid fuel injection, standard stochastic Lagrangian parcel spray models are used. No turbulence-chemistry interaction model has been used: chemical source terms are computed using finite-volume cell-level compositions and temperatures with the given chemical mechanism (a locally well-stirred reactor – WSR – model). The limitations of this approach have been demonstrated for engine simulations (e.g., [29]); here the focus is not on simulation accuracy with respect to experimental measurements, but rather on performance comparisons for different stiff ODE solvers and (in some cases) DAC. The general conclusions that are drawn here in the absence of a turbulence-chemistry interaction model are expected to carry over to cases where such a model is used, as long as a detailed chemistry/stiff ODE solution is still needed for each computational element (as in a particle-based transported composition PDF method [3], for example).

The specific equations that are solved to compute the changes in composition due to chemical reactions for each computational element, and how those are coupled with the CFD code, are provided in Appendix C. Here a simple first-order operator-splitting strategy has been used. Splitting errors are important in combustion CFD, but they are not the focus of this paper. A recent discussion can be found in [19], for example. There it was shown that when radical species are present and radical transport is strong, splitting errors could result in large errors in computing ignition unless very small time steps (comparable to those required for an explicit solver) were used.

3. thermochemical properties and chemical mechanisms

Reacting ideal-gas mixtures are considered, with all thermochemical property and chemical mechanism files in standard CHEMKIN format [30]. Here, ODE solution approaches have been tested for 12 different chemical mechanisms that range in size from 34 to 7171 species (Table 1). These are mechanisms for real or surrogate fuels that are of interest for piston-engine applications.

For each chemical mechanism, the thermodynamic data file provided with the mechanism has been used. In several cases, discontinuities were found at the midpoint temperature between the low- and high-temperature-range property polynomial coefficients. These were corrected using a constrained linear least squares fitting procedure that enforces C1 continuity (essentially the CHEMKIN FITDAT algorithm [42]). Any property discontinuities larger than $10^{-4}$ were repaired prior to using the mechanisms, and the new fits were checked to ensure that no new problems were introduced (e.g., property oscillations). This has been found
to be an important step for stiff ODE solvers, to minimize convergence failures and wasted computational effort. It can be especially important for autoignition under engine-relevant conditions, since midpoint temperature values are often around 1000 K, in a temperature range that is of significant interest for hydrocarbon–air autoignition chemistry. In principle, contiguity to within machine precision could be enforced, but no convergence problems were encountered with the 10^{-4} tolerance.

4. Results and discussion

In this section, results for homogeneous reactors, HCCI engines and direct-injection compression-ignition engines are presented and discussed. The main focus is on comparisons of computational times and solution accuracy for different stiff ODE solver variants. The relationship between solution accuracy and solver tolerance specification is discussed, and some DAC results are included to illustrate tradeoffs between improved ODE solvers and other chemistry acceleration strategies. All computations were performed using recent Intel-based hardware (Intel Xeon ES-2600 series, 2.5 GHz, DDR3 memory). Homogeneous reactor and HCCI engine simulations were run using a single core, and direct-injection engine simulations were run using eight cores.

4.1. Homogeneous reactor with reinitialization

As discussed earlier, reinitialization is a key issue when a stiff ODE solver is used as part of an operator-splitting strategy in combustion CFD. For this reason, we consider computations of a homogeneous reactor with imposed solver reinitialization at prescribed time intervals \( \Delta t_{\text{CFD}} < \tau_{\text{equiv}} \). This is more representative of solver performance in combustion CFD, compared to integrating directly from the initial condition to \( \tau_{\text{equiv}} \) without solver reinitialization. Specifically, we consider a constant-pressure adiabatic reactor with a stoichiometric fuel-air mixture initially at 50 atm and 800 K. Different fuels were used for different mechanisms, as indicated in Table 1. It has been confirmed that the results are representative of solver performance over a range of engine-relevant conditions. The total integration time is \( 10^{-5} \) s (sufficient to reach equilibrium, in all cases), with reinitialization either once every \( 10^{-2} \) s or once every \( 10^{-5} \) s; these are time intervals that are representative of the values of \( \Delta t_{\text{CFD}} \) that are used in engine combustion CFD. For the extrapolation solver, some results with “dynamic time stepping” (i.e., the solver’s internal estimate of \( \Delta t_{\text{ODE}} \) to begin the next time step) are shown, to point out an advantage of extrapolation solvers.

### Table 1

<table>
<thead>
<tr>
<th>Fuel(s) designed for</th>
<th>Fuel simulated in homogeneous reactor</th>
<th># of species</th>
<th># of reactions</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-Heptane</td>
<td>n-Heptane</td>
<td>34</td>
<td>74</td>
<td>[31]</td>
</tr>
<tr>
<td>n-Heptane</td>
<td>n-Heptane</td>
<td>42</td>
<td>168</td>
<td>[32]</td>
</tr>
<tr>
<td>n-Heptane</td>
<td>n-Heptane</td>
<td>48</td>
<td>121</td>
<td>[33]</td>
</tr>
<tr>
<td>TRF</td>
<td>TRF</td>
<td>134</td>
<td>731</td>
<td>[34]</td>
</tr>
<tr>
<td>PRF</td>
<td>PRF</td>
<td>171</td>
<td>861</td>
<td>[35]</td>
</tr>
<tr>
<td>Gasoline</td>
<td>PRF29</td>
<td>335</td>
<td>1610</td>
<td>[36]</td>
</tr>
<tr>
<td>n-Heptane</td>
<td>n-Heptane</td>
<td>654</td>
<td>2827</td>
<td>[37]</td>
</tr>
<tr>
<td>Gasoline surrogate</td>
<td>PRF29</td>
<td>679</td>
<td>3479</td>
<td>[38]</td>
</tr>
<tr>
<td>Gasoline surrogate</td>
<td>PRF29</td>
<td>1389</td>
<td>5935</td>
<td>[38]</td>
</tr>
<tr>
<td>Diesel surrogate</td>
<td>n-Dodecane/m-xylene</td>
<td>2885</td>
<td>11754</td>
<td>[39]</td>
</tr>
<tr>
<td>Biodiesel surrogate</td>
<td>Methyldecaneate (C10)</td>
<td>3209</td>
<td>10806</td>
<td>[40]</td>
</tr>
<tr>
<td>Methylalkanes to C20</td>
<td>2-Methylnonadecane (C20)</td>
<td>7171</td>
<td>31669</td>
<td>[41]</td>
</tr>
</tbody>
</table>

4.1.1. Error tolerances, solution accuracy and computational efficiency

The relationships among user-specified error tolerances, solution accuracy and CPU time are explored first (Fig. 2). Global solution accuracy is the difference between the numerical solution of the nonlinear ODE system and the exact solution (e.g., for species compositions and temperature), at any instant in time. In practice, the exact solution is not known, and must be estimated using a reference numerical solution, which can be taken as the best available numerical solution, for example. Most stiff ODE solvers (including the ones that have been used here) require the specification of two convergence criteria to determine when the nonlinear problem has been solved to sufficient accuracy on each internal time step \( \Delta t_{\text{ODE}} \): an absolute tolerance (denoted as ATOL) and a relative tolerance (denoted as RTOL). In the case of an iterative linear system solver, a separate tolerance may be specified for convergence of the linear system. The single most important figure-of-merit in comparing different solvers is the CPU time required to realize a specified level of global solution accuracy. However, because of differences in the order of accuracy of the numerical schemes used, details of how the tolerances are used internally in each solver, and differences in accumulation of roundoff errors, it cannot be assumed that all solvers will give solutions of the same global accuracy for the same input values of ATOL and RTOL.

An example for a 42-species n-heptane mechanism with reinitialization once every \( 10^{-6} \) s (1000 CFD time steps to integrate to \( 10^{-3} \) s) is shown in Fig. 2. In Fig. 2a, normalized error in the computed temperature at one instant in time \( (t = 0.51 \text{ ms}, \text{ corresponding to an instant during the steep temperature rise of the main ignition event – a particularly stringent test of accuracy}) \) is plotted as a function of RTOL \( (10^{-14} \leq \text{RTOL} \leq 10^{-4}) \) for two different values of ATOL \( (10^{-14} \text{ and } 10^{-10}) \). Results for a BDF solver and an extrapolation solver are plotted, both using a direct linear system solver in this case, to remove iteration errors in solving the linear system from consideration. This does not necessarily affect the CPU time results for either solver, as the differences in CPU time for iterative versus direct linear system solvers are small for this mechanism size. The error is defined as \(|T - T_{\text{ref}}|/T_{\text{ref}}\) at that instant, where the reference value \( T_{\text{ref}} \) for each solver is from a numerical solution obtained using that solver with ATOL = RTOL = \( 10^{-15} \). The reference solutions are therefore slightly different for the two solvers. The tradeoff between CPU time and global solution accuracy for the same case is shown in Fig. 2b; there the CPU time is the time for a full run to 1 ms of physical time, and the error is defined in the same way as in Fig. 2a.

Several observations can be made. First (Fig. 2a), for the same values of ATOL and RTOL, the extrapolation solver gives two-to-three more significant figures of solution accuracy than the BDF solver. Second (Fig. 2b), the extrapolation solver gives a better CPU time versus accuracy tradeoff compared to the BDF solver. And third (Fig. 2a and b), for a given level of solution accuracy, the CPU time required is lower for the smaller value of ATOL \( (10^{-14}) \) than for the larger value of ATOL \( (10^{-10}) \), for both solvers. This last result is somewhat counterintuitive, but can be understood in terms of the values of RTOL that are required in each case. For a given level of global solution accuracy, the value of RTOL required decreases as the value of ATOL increases, the net effect being that the solver must do more work for the larger value of ATOL. This suggests that there is no advantage to using a value of ATOL that is larger than \( 10^{-14} \) (say), and that RTOL should be used (with ATOL = \( 10^{-14} \)) to control the solution accuracy to the desired level in all cases. The lower solution accuracy and higher CPU time for BDF compared to extrapolation is not evident when both solvers are allowed to integrate to the specified end time in one sweep without reinitialization (not shown). The loss of accuracy for the BDF solver with repeated stopping/reinitialization is presumably a consequence of the accumulation of errors associated
with solver reinitialization (restarting with a small $\Delta t_{ODE}$ using a first-order method, and a large number of floating-point operations required to build back up to larger $\Delta t_{ODE}$ and higher order). This behavior is not peculiar to CVODE or to the specific implementation that has been used here. The same behavior has been confirmed with CHEMKN/CONP/DVODE [30] and with DASSL/DASAC [43], as expected, since these solvers share a common lineage with CVODE. Reinitialization does not impact the extrapolation solver to the same degree, and the maximum order of accuracy is available even on the first solver internal time step.

Further insight into differences in solver behavior can be drawn from Fig. 3. Two-stage ignition is evident in the computed temperature versus time profile (Fig. 3a). The solver internal order of accuracy (the value reached at the end of each CFD time step of $10^{-6}$ s) and internal time step $\Delta t_{ODE}$ (the value reached at the end of each CFD time step of $10^{-6}$ s) as functions of time through the simulation are shown in Fig. 3b, and the cumulative numbers of right-hand-side evaluations ($S$ in Eq. 1) and Jacobian updates as functions of time are shown in Fig. 3c. Since 1000 internal time steps are taken here, the Jacobian must be recalculated a minimum of 1000 times. For both solvers, the two-stage ignition process can be seen as a decrease in the solver internal time step at the times corresponding to first-stage ($t \approx 0.33$ ms) and second-stage ($t \approx 0.51$ ms) ignition (Fig. 3b), and also in the slopes of the curves of Fig. 3c. The internal time step for BDF is always smaller than the CFD time step of $10^{-6}$ s. In contrast, the internal time step for the extrapolation solver is larger than the CFD time step at all times other than during the first- and second-stage ignition. This suggests that a stiff implicit solver may not be needed over much of the simulation. An advantage of the extrapolation solver (that has not been exploited here) is that it can be readily configured as a high-order explicit solver simply by deleting the Jacobian calculation and the linear system solution [16]. For the BDF solver, the maximum order of accuracy (5th order) is used from before the first-stage ignition until after the second-stage ignition, whereas for the extrapolation solver, the maximum order of accuracy used (10th order) is less than the maximum order available (12th order) through the full simulation, and the two-stage ignition signature is clearly evident in the order-of-accuracy-versus-time plot. Fewer right-hand-side evaluations and Jacobian updates are required by the extrapolation solver compared to the BDF solver, and this contributes to the higher CPU time and possibly to the lower solution accuracy for the BDF solver (higher accumulation of roundoff errors).

To determine the extent to which these advantages of the extrapolation solver can be attributed to its higher internal order of accuracy compared to the BDF solver, the same cases shown in Figs. 2 and 3 were repeated using the extrapolation solver with the maximum internal order of accuracy limited to 5th order (the same as that for the BDF solver). The error-versus-RTOL plots are essentially identical to those shown in Fig. 2a for the 12th-order extrapolation method (not shown), but interesting differences can be seen in CPU time versus accuracy (Fig. 4a) and in internal solver behavior (Fig. 4b). For the smaller error values, the CPU time required for the 5th-order extrapolation method is higher than that for the 12th-order extrapolation method, because smaller internal time steps are required during the first- and second-stage ignition events for the lower-order method; but the 5th-order extrapolation method still shows a significant advantage compared to the 5th-order BDF method. This shows that the advantages of extrapolation compared to BDF are not due solely to the higher internal order of accuracy for the extrapolation solver, but higher-order accuracy is beneficial in reducing overall CPU time when high solution accuracy is needed. It is relatively easy to implement higher-order accuracy in an extrapolation method (by going to deeper levels of partitioning) compared to a BDF method (by retaining information from more earlier internal time steps).

The results presented in Figs. 2–4 are for one physical quantity (temperature) at one instant in time (during the main ignition event) for one chemical mechanism and one initial condition. However, qualitatively similar behavior is found for other physical quantities (including major and minor species mass fractions) at other instants in time and for other chemical mechanisms. Examples are provided in the Supplementary Material. Four general conclusions are: (1) for best performance from either solver, a small value of ATOL (e.g., $10^{-14}$) should be used, and RTOL should be used to control global solution accuracy; (2) the BDF solver requires smaller values of RTOL and ATOL to realize the same global solution accuracy as the extrapolation solver; (3) for a given level of global solution accuracy, the extrapolation solver is faster; and (4) the global solution error for the BDF solver cannot be driven as low as that for the extrapolation solver for any values of the user-specified tolerances. Again, this is probably a consequence of the BDF stopping/starting issues, in combination with the differences in accumulation of roundoff errors for the two methods. The computational efficiency advantage of extrapolation over BDF for all chemical mechanisms in Table 1 will be discussed further in the following subsection.
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**Fig. 2.** Relationships among user-specified error tolerances, global solution accuracy and CPU time for a homogeneous adiabatic system with reinitialization once every $10^{-6}$ s, for a BDF solver (CVODE) and an extrapolation solver (SEULEX). (a) Normalized error in the computed temperature at one instant in time versus RTOL for two different values of ATOL. (b) CPU time versus normalized error in the computed temperature at one instant in time for two different values of ATOL, and the same range of RTOL values as in Fig. 2a.
Ideally, solver performance comparisons would be made on the basis of equal global solution accuracy, by using different values of ATOL and RTOL for each solver (for example). That would be feasible for homogeneous systems where it is relatively straightforward to quantify accuracy, but would be difficult for engine simulations. In the results that follow, comparisons are made on the basis of the same values of ATOL and RTOL for each solver, with the understanding that this gives an advantage to BDF, since for the same level of global solution accuracy, looser tolerances could be used with the extrapolation solver. In most cases, results will be shown for ATOL = 10^{-14} and RTOL = 10^{-8}. For reasons that will be discussed later, most of the direct-injection compression-ignition results will be for ATOL = 10^{-14} and RTOL = 10^{-4}, and comparisons with results for different tolerances will be shown to illustrate tradeoffs between accuracy and CPU time for engine simulations.
4.1.2. Mechanism size sweep

CPU time required to integrate to 1 ms of physical time for the same homogeneous adiabatic system considered in the previous subsection is plotted in Fig. 5a. There results for all chemical mechanisms in Table 1 are shown, for BDF and extrapolation methods, each with two different reinitialization intervals ($10^{-6}$ s and $10^{-5}$ s), and with ATOL = $10^{-14}$ and RTOL = $10^{-6}$ in all cases. Nearly linear increase in CPU time with increasing mechanism size is realized, as has been reported in earlier studies without consideration of reinitialization [14,15]. There is some departure from linearity for the largest mechanisms, which might be improved by implementing an iterative solver with Jacobian filtering [15]. Perfectly linear scaling is not expected in any case, as different mechanisms have different ratios of number of reactions to number of species, and different degrees of stiffness, among other things. The computational efficiency advantage of extrapolation over BDF increases with decreasing reinitialization time interval $\Delta t_{\text{ref}}$, because the number of solver reinitializations required is proportional to $1/\Delta t_{\text{ref}}$, and the reinitialization overhead is smaller for extrapolation compared to BDF. A further factor of two-to-three reduction in CPU time for the extrapolation method (compared to using a fixed value of $\Delta t_{\text{ref}} = 10^{-6}$ s) is realized by using the solver’s internal time step estimation ($\Delta t_{\text{ref}}$) as the next reinitialization time interval $\Delta t_{\text{ref}}$ (Fig. 5b). This “dynamic time stepping” would not benefit the BDF solver, unless the relatively large amount of information that would need to be saved to restart the solver (for each computational element, in the case of a multidimensional engine CFD simulation) is saved from one time step to the next.

Figure 6 shows CPU profiling results versus mechanism size for the extrapolation solver with $\Delta t_{\text{ref}} = 10^{-6}$ s. The fraction of total CPU time required for everything other than the chemistry calculations decreases from approximately 35% for the 34-species mechanism to less than 5% for the 7171-species mechanism. The chemistry (stiff ODE solver) CPU time is broken down into contributions from Jacobian updates, right-hand-side evaluations (S in Eq. 1), the KLU direct sparse linear solver (further subdivided to break out the times for KLU analyze, KLU factorization and KLU solve substeps), and the time for other solver-related operations. The latter include other stiff ODE solver operations such as data kind conversions and array copying/reindexing operations. The fraction of CPU time required by the direct solver remains approximately constant across all mechanism sizes, while the fraction required for right-hand-side evaluations decreases with increasing mechanism size, and the fractions required for Jacobian updates and for other operations increase with increasing mechanism size. This suggests that to realize further improvements for large mechanisms, the focus should be on further reducing the number of Jacobian updates and the overhead required for other internal operations. These results can be compared to those reported in [14], for example, where the linear system solver time dominated.

4.2. HCCI engine

Here, we consider the compression ignition of initially homogeneous premixed reactants, where inhomogeneity develops as the simulation proceeds as a consequence of heat transfer to a fixed-temperature wall. This more fully exercises the chemistry-CFD coupling, compared to the homogeneous cases considered earlier. The configuration adopted is one that was used in an earlier simulation study [27]; there are no corresponding experimental measurements. A 16.6:1 compression ratio pancake engine operates at 1500 rpm, with an initial (at intake-valve closure – IV C) quiescent mixture of n-heptane, air and recirculated exhaust gas (equivalence ratio $\Phi = 0.5$, 18% exhaust-gas recirculation – EGR) at 350 K and 1 bar. The fixed wall temperature is 450 K. A coarse two-dimensional (axisymmetric) mesh of 136 finite-volume cells is used, and all simulations were run using a single core with a fixed computational time step of $\Delta t_{\text{ref}} = 10^{-6}$ s. Baseline solver tolerances are ATOL = $10^{-14}$ and RTOL = $10^{-8}$.

Computed heat-release traces for the baseline solver tolerances show no discernable differences between the BDF method and the extrapolation method (not shown), but closer examination reveals differences in solution accuracy and CPU time. For BDF, a small temporal phase shift is observed between the CO and OH global volume fraction solutions obtained using the tightest tolerances and the solutions obtained using what would probably be the loosest acceptable value of RTOL (RTOL = $10^{-3}$, not shown); no further changes are evident when this is combined with DAC. For extrapolation, there is no apparent differences between the solutions obtained using different values of the user-specified tolerances, or with versus without DAC.

Solution accuracy and CPU time for a 48-species chemical mechanism [33] with variations in RTOL and with versus without DAC are explored in Fig. 7. There the CPU time required for the full run (from 137 crank angle degrees before piston top dead center – TDC – to 112 crank angle degrees after TDC) is plotted as a function of the normalized error in the computed global OH volume fraction at the instant of peak heat-release rate and the error in the computed global NO volume fraction at the end of the simulation; the
normalized errors are computed with respect to a reference solution with ATOL = RTOL = $10^{-15}$, as before. The results without DAC are qualitatively similar to those shown earlier for temperature in a homogeneous reactor (Fig. 4): extrapolation gives a more favorable CPU time versus error tradeoff, and allows errors to be driven to lower levels. When combined with DAC, overall CPU time is lower, and accuracy is limited by the DAC tolerance (here $10^{-4}$) in most cases. An exception is that for BDF with DAC, the error in global OH volume fraction decreases with decreasing RTOL (Fig. 7a); in that case, the solver error is not well below the DAC error. In general, it is difficult to cleanly isolate and quantify individual sources of error in a complex nonlinear system, where different sources of error (stiff ODE solver errors, DAC errors, and splitting errors, including the phase shift noted earlier), can interact and compensate in various ways.

A sweep of CPU time versus mechanism size (up to 1389 species) is shown in Fig. 8 for BDF and extrapolation solvers, each with and without DAC. Without DAC, the CPU time increases faster than linearly with increasing mechanism size. In contrast to the homogeneous reactor case, here the temperature changes as a result of piston motion as well as chemistry, and the temperature (and eventually composition) become nonhomogeneous because of wall heat transfer. This exacerbates the reinitialization problem even for the extrapolation solver, since the solver’s internal estimate of $\Delta t_{\text{ODE}}$ from the end of the previous time step is not as good of an estimate for the beginning of the next time step as it is in the homogeneous case. More Jacobian updates are required, and the Jacobian calculation effort increases faster than linearly with increasing mechanism size. Close to linear scaling is recovered with DAC. The reduction in CPU time with DAC is not as dramatic as what has been reported in earlier studies [26,27]; in general, the more efficient the stiff ODE solver, the less the advantages of other acceleration strategies are expected to be. Even so, there are non-negligible benefits from using DAC with both solvers.

Fig. 6. Fractions of total simulation CPU time for various operations for a homogeneous reactor with reinitialization once every $10^{-6}$ s using SEULEX, versus mechanism size. The white space above the uppermost curve (the solid line with square symbols) corresponds to the fraction of CPU time required for everything other than chemistry. (a) 34-species to 7771-species mechanisms. (b) Expanded view of Fig. 6a from 34 species to 1000 species.

Fig. 7. CPU time versus normalized error for a HCCI engine with ATOL = $10^{-14}$ and values of RTOL from $10^{-14}$ to $10^{-3}$ for BDF (CVODE) and extrapolation (SEULEX) solvers with and without DAC. (a) Error in global OH volume fraction at instant of peak heat-release rate. (b) Error in global NO volume fraction at end of simulation.

Fig. 8. CPU time versus mechanism size for a HCCI engine for BDF (CVODE) and extrapolation (SEULEX) solvers with ATOL = $10^{-14}$, RTOL = $10^{-4}$, with and without DAC.
even for the smallest mechanisms, and approximately a factor of two reduction in CPU time for the largest mechanism tested.

4.3. Direct-injection (nonhomogeneous-charge) compression-ignition engines

The final configuration is highly nonhomogeneous combustion in a direct-injection compression-ignition engine. Compared to the HCCI engine, this is expected to stress the stiff ODE solver even more severely, because of the highly nonuniform mixture and stronger contributions of physical processes other than chemistry. For this purpose, a simplified model of the Sandia heavy-duty optical engine [44] is considered. A coarse (8784-cell) 45° sector mesh is centered on one of the eight spray plumes, and includes the piston top-ring-land crevice. Simulations begin after IVC with prescribed initial in-cylinder conditions, and end before exhaust-valve opening. A computational time step of $10^{-6}$ s is used, in all cases. Chemistry is calculated at the finite-volume cell level using chemical mechanisms that range in size from 42 to 1389 species (Table 1), thereby neglecting turbulence-chemistry interactions. The focus here is not on quantitative comparisons with experiment, but rather on the relative performance of different ODE solver variants and DAC.

Simulations have been performed for two different operating conditions: a conventional high-temperature combustion (HTC) diesel operating condition where autoignition occurs before the end of fuel injection, and a low-temperature combustion (LTC) operating condition, where the ignition delay is longer and autoignition occurs after the end of fuel injection. In both cases, the engine operates with a 11.2:1 compression ratio at 1200 rpm with a swirl ratio of 0.5. For HTC, the IVC pressure and temperature are 233 kPa and 384 K, respectively, the initial oxygen volume fraction is 21% (no EGR), and 61 mg of fuel is injected at 1200 bar injection pressure from 7° before TDC to 3° after TDC. Results for six chemical mechanisms (42, 134, 171, 335, 679 and 1389 species) are presented. The fuel is taken to be PRF10 in all cases, with the exception of the smallest mechanism (42 species), where it is taken to be n-heptane.

For LTC, the IVC pressure and temperature are 202 kPa and 343 K, respectively, there is 12.7% $\text{O}_2$ initially, and 56 mg of fuel is injected at 1600 bar injection pressure from TDC to 7° after TDC. LTC results are presented for only three chemical mechanisms (171, 679 and 1389 species). The fuel is taken to be PRF10, to ensure ignition.

An example illustrating the CPU time versus accuracy trade-off for highly nonhomogeneous combustion is shown in Fig. 9. There the CPU time versus normalized error in the end-of-simulation global NO volume fraction (as defined earlier) is shown for BDF and extrapolation solvers with and without DAC, with ATOL = $10^{-14}$, and with values of RTOL ranging from $10^{-14}$ to $10^{-3}$, for a 42-species mechanism. One must exercise caution in trying to draw conclusions regarding the errors associated with the stiff ODE solver and with DAC, when other numerical errors (e.g., stochastic spray models, splitting errors) are non-negligible and there are potentially complex interactions among the different sources of error. With this caveat, it is noted that most of the general trends in Fig. 9 are consistent with those in Fig. 7. Without DAC, the extrapolation solver continues to show better accuracy than the BDF solver for the same values of ATOL and RTOL, although the behavior for extrapolation with varying RTOL is non-monotonic. And the extrapolation solver continues to give a better CPU time versus accuracy tradeoff compared to the BDF solver, both with and without DAC.

Finally, sweeps of CPU time versus mechanism size (up to 1389 species) for HTC and LTC are shown in Figs. 10 and 11, respectively. There extrapolation results with and without DAC are
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**Fig. 9.** CPU time versus normalized error in global NO volume fraction at end of simulation for a HTC engine with ATOL = $10^{-14}$ and values of RTOL from $10^{-14}$ to $10^{-3}$ for BDF (CVODE) and extrapolation (SEULEX) solvers with and without DAC.

**Fig. 10.** CPU time versus mechanism size for a conventional (high-temperature combustion) diesel engine. Results are shown for a BDF solver (CVODE) for up to a 654-species mechanism. Results for an extrapolation solver (SEULEX) and an extrapolation solver with DAC are shown for up to 1389-species mechanisms.

**Fig. 11.** CPU time versus mechanism size for a low-temperature combustion engine. Results are shown for a BDF solver (CVODE) for up to a 654-species mechanism. Results for an extrapolation solver (SEULEX) and an extrapolation solver with DAC are shown for up to 1389-species mechanisms.
shown for mechanisms up to 1389 species, while BDF results are not shown for the largest mechanism. The BDF results include the baseline BDF/iterative solver/sparse matrix combination and two other combinations: BDF/direct solver/sparse matrix and BDF/direct solver/dense matrix. For this mechanism size, the direct solver has a modest advantage over the iterative solver, but the dense matrix representation is not competitive. A full mechanism sweep was not run for BDF, as the benefits of extrapolation are already evident, and its advantage increases with increasing mechanism size, as shown earlier. Again, extrapolation with DAC gives approximately linear increase in CPU time with increasing mechanism size. In this case, the overhead of DAC is not recovered for mechanisms smaller than approximately 200–400 species (depending on the engine configuration), but DAC gives at least a factor of two improvement for the largest mechanism tested (1389 species).

5. Conclusions

A fresh look has been taken at stiff ODE solvers for combustion CFD, by considering the reinitialization problem that is inherent in operator-splitting strategies. This leads to a consideration of a class of stiff ODE solvers based on extrapolation methods [16,17]. Performance and accuracy comparisons between a BDF method (CVODE) and an extrapolation method (SEULEX) have been presented for chemical mechanisms ranging in size from 34 to 7171 species, and for three different configurations: homogeneous reactors, HCCI engines, and direct-injection compression-ignition engines. Differences in internal solver behavior between the BDF solver and the extrapolation solver have been demonstrated and explained, and the relationships among user-specified error tolerances, solution accuracy, and CPU time have been explored.

The single most important conclusion is that extrapolation methods appear to offer significant advantages in accuracy and computational efficiency compared to BDF methods for computational combustion, and warrant further investigation in this regard. The advantages are especially pronounced because of the operator-splitting strategies that are used for combustion CFD (where solver reinitialization is a key issue), and because of the range of relevant chemical time scales compared to the CFD time steps that are used in practice. Specific findings are as follows.

• The extrapolation solver yields higher solution accuracy than the BDF solver for the same values of ATOL and RTOL. The extrapolation solver also gives a more favorable tradeoff between CPU time and solution accuracy. These advantages remain even when the extrapolation solver is limited to the same formal internal order of accuracy as the BDF solver. The reasons for the differences appear to be related to BDF stopping/restarting issues, and differences in accumulations of roundoff errors.

• For both solvers, solution accuracy should be controlled using RTOL, together with a small value of ATOL (e.g., ATOL = $10^{-14}$). The value of RTOL required depends on the solver type and the application. For engine applications, RTOL = $10^{-4}$ is sufficient for the extrapolation solver.

• Even for the same values of the error tolerances (implying higher solution accuracy for extrapolation compared to BDF), the extrapolation solver shows significant reductions in computational time compared to the BDF solver across all chemical mechanisms and all configurations considered. The advantages of the extrapolation method increase with decreasing CFD time step, and further benefits can be realized by storing the internal solver time-step estimate and using that at the beginning of the next CFD time step.

• The speedups that can be realized with other chemistry acceleration strategies (here DRGEP-based DAC) diminish with increasing efficiency of the underlying stiff ODE solver. Depending on the configuration, the overhead of DAC may not be recovered for smaller chemical mechanisms, but a speedup of at least a factor of two has been found in engine simulations for the largest mechanism tested (1389 species).

• Approximately linear increase in CPU time with increasing mechanism size is found using the extrapolation method for homogeneous reactors (with reinitialization), as has been reported earlier for BDF methods without consideration of reinitialization [14,15].

• In HCCI and direct-injection engine simulations, the rate of increase in total simulation time with increasing mechanism size is somewhat faster than linear. When combined with DAC, overall approximately linear scaling with increasing mechanism size is achieved.

• There is potential for further significant improvements in computational efficiency for extrapolation solvers. This includes (for example) using second-order midpoint-rule integration to calculate the first column of the divided difference table [45], and taking advantage of what has been learned in BDF-based studies of Jacobian sparsity with iterative solvers [15].

Further improvements in extrapolation solvers for computational chemistry are the subject of ongoing work, including implementation in particle-based transported PDF methods.
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Supplementary material associated with this article can be found, in the online version, at 10.1016/j.combustflame.2016.09.018
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Appendix A. CVODE algorithm

Details of the BDF method that has been used here (CVODE) can be found in [21]. Since BDF methods have been widely used for combustion CFD, only a few key elements of the algorithm are highlighted here.

The stiff ODE solver is called for each computational element to solve the initial value problem of Eq. 1, given $Y(t_0)$ and $\Delta t_{\text{CFD}}$. Based on the values of the user-specified tolerances RTOL and ATOL, an initial value of the solver internal time step, $\Delta t_{\text{ODE,1}}$, is determined. For the chemical mechanisms and conditions that are of interest here, typical values of $\Delta t_{\text{ODE,1}}$ range between $10^{-12}$ s and $10^{-8}$ s. A first-order method is used to obtain an estimate of $Y(t_0 + \Delta t_{\text{ODE,1}})$. The general idea is then to continue to integrate to the end of the current CFD time step, taking internal time steps $\Delta t_{\text{ODE}}$ that are as large as possible, and using as high of an order of accuracy in the time integration (denoted as $k$) as possible (up to an algorithm-prescribed upper limit $k_{\text{max}}$, here $k_{\text{max}} = 5$), where $\Delta t_{\text{ODE}}$ and $k$ for each internal time step are selected to minimize the overall computational time while ensuring stability and maintaining the user-specified level of accuracy.
Specifically, to advance from internal solver time level \( n \) to \( n-1 \) to time level \( n \), a 4th-order multistep BDF method can be written as:

\[
y_n = \sum_{i=1}^{k} \left( a_i y_{n-i} \right) + \Delta t_{ODE,n} b_k s_n .
\]  

(A.1)

Here, the values of \( y_{n-i} \) are known (from previous internal time steps), and \( a_i, (i = 1, \ldots, k) \) and \( b_k \) are the coefficients associated with the BDF method. From Eq. A.1, it can be seen that solutions from a minimum of \( k \) previous internal time steps must be available to achieve 4th-order accuracy in the time integration. For \( b_0 = 0 \), the method is explicit in time. In general, \( b_0 \neq 0 \) and Newton iteration is used to solve the implicit form of Eq. A.1. In that case, the linear system that is solved to advance from initial level \( m \) to internal time level \( m+1 \) on internal time step \( n \) can be written as,

\[
\left( I - \Delta t_{ODE,n} b_0 \right) \left( y_{n,m+1} - y_{n,m} \right) = -R(y_{n,m}) ,
\]  

(A.2)

where \( J \) is the jacobian matrix and \( R \) is the iteration-level- \( m \) residual for Eq. A.1:

\[
R(y_{n,m}) = y_{n,m} - \sum_{i=1}^{k} \left( a_i y_{n-i} \right) - \Delta t_{ODE,n} b_0 s_{n,m} .
\]  

(A.3)

Convergence is checked as follows. The change in each dependent variable \( \alpha \) for iteration \( m \) is computed as \( \Delta \alpha_{n,m} = |y_{\alpha,m} - y_{\alpha,m-1}| \) (\( \alpha = 1, \ldots, N_\alpha \)), and a scaled error is computed as:

\[
err_m \equiv \sqrt{\frac{1}{N_\alpha} \sum_{\alpha=1}^{N_\alpha} \left( \Delta \alpha_{n,m} \right)^2}
\]  

(A.4)

where

\[
scale_{\alpha} \equiv ATOL + |y_{\alpha,n,m}| \cdot RTOL .
\]

The solution has converged when \( err_m \leq 1 \). If the solution does not converge after three iterations, \( \Delta t_{ODE,n} \) is reduced, the order \( k \) is reset to one, and internal time step \( n \) is retried using the smaller time step.

A change in the order of accuracy \( k \) is considered after \( k + 1 \) internal time steps at order \( k \). The order used for the next internal time step \( (K') \) can then be equal to \( k - 1, k, \) or \( k + 1 \) (such that \( 1 \leq K' \leq k_{max} \)), and both the new order of accuracy and the new time step are selected based on an estimate of the combination that is expected to minimize the work required to achieve a converged solution.

**Appendix B. SEULEX algorithm and C++ implementation**

The SEULEX algorithm is presented in Chapter 9 of [17] and in Chapter 17 of [46], and a C++ implementation has been provided with recent versions of OpenFOAM [25]. Here we started with an OpenFOAM implementation, and modified that to use the KLU sparse linear algebra libraries and to improve robustness in applications to combustion problems. Because extrapolation-based solvers are not as familiar in combustion CFD compared to BDF methods, more detail is provided here compared to Appendix A. The main ingredients of the algorithm are provided in the following, and OpenFOAM v2.3.x C++ code is provided in the Supplementary Material. Computer files of source code are available on request from the authors.

The stiff ODE solver is called for each computational element to solve the initial value problem of Eq. 1, given \( Y(t_0) \) and \( \Delta t_{CFD} \). The solver requires the user-specified tolerances RTOL and ATOL, an initial estimate of the solver internal time step \( \Delta t_{ODE} \), and an initial target order of accuracy for the time integration (denoted as \( k_{target} \)). As discussed in the main text, \( \Delta t_{ODE} \) is taken to be the solver’s internal estimate of \( \Delta t_{ODE} \) from the end of the previous CFD time step for the computational element. The value of \( k_{target} \) can be specified directly, or can be computed based on the values of the user-specified error tolerances RTOL and ATOL, and on the maximum available order \( k_{max} \) (here \( k_{max} = 12 \)) as: \( k_{target} = \min(k_{max}, k_{est}) \), where \( k_{est} = \max(3, \, \text{int}(0.5 - 0.6 \log_{10}(RTOL + \text{ATOL}) + 1)) \), so that \( 3 \leq k_{target} \leq k_{max} \).

The general idea on each internal solver time step \( \Delta t_{ODE} \) is to construct a sequence of progressively more accurate approximations to \( Y(t_0 + \Delta t_{ODE}) \), until a solution is found that is accurate to within the user-specified tolerances RTOL and ATOL. Then \( \Delta t_{ODE} \) and \( k_{target} \) are updated, and integration continues over the next solver internal time step, until eventually the end of the current CFD time step \( \Delta t_{CFD} \) is reached. The following sequence of operations is performed for each solver internal time step \( \Delta t_{ODE} \):

1. The internal time step \( \Delta t_{ODE} \) is subdivided into a sequence of \( k_{max} \) uniform partitions of substeps \( h_k = \Delta t_{ODE}/h_k \), where the sequence of partitions for \( k_{max} = 12 \) is:

\[
n_k = 2, 3, 4, 6, 8, 12, 16, 24, 32, 48, 64, 96 \quad (k = 1, 2, \ldots, 12) .
\]  

(B.1)

A first-order semi-implicit Euler method is used to solve Eq. 2 to obtain two estimates of \( Y(t_0 + \Delta t_{ODE}) \) using time steps \( h_1 = \Delta t_{ODE}/h_1 \) and \( h_2 = \Delta t_{ODE}/h_2 \); these solutions are denoted as \( Y_1 \) and \( Y_2 \), respectively. A “Jacobian stability” algorithm is applied to ensure that the time step is sufficiently small for the method to eventually converge. The basic approach was suggested by Deuflhard [16,17], based on convergence of the Newton iterations. For the linear implicit Euler method, one solves Eq. 2 for \( \Delta t \approx \Delta t_{n+1} - \Delta t_n \) updates the right-hand side based on the new \( \Delta t_{n+1} \) (without updating the Jacobian), and solves Eq. 2 again for \( \Delta t \). The computational cost is that of a single right-hand-side evaluation, since the factored matrix is available from the first solution of the linear system. A monotonicity check is then performed to ensure that \( \theta \equiv |\Delta t|/|\Delta t_0| < 1 \). If \( \theta \geq 1 \), \( \Delta t_{ODE} \) is reduced by a specified factor \( f \) (here \( f = 2 \), and the above procedure is repeated using the reduced time step. When the time step is sufficiently small that \( \theta < 1 \), \( Y_1 \) and \( Y_2 \) are taken to be the first two entries in a divided difference table (Fig. B.12), and the algorithm proceeds as follows.

The table of successive approximations to \( Y(t_0 + \Delta t_{ODE}) \) is constructed row by row. For each row \( k \) in the table, the first column entry is computed using a semi-implicit Euler method with \( h_k = \Delta t_{ODE}/h_k \) (including the Jacobian stability test described above for the first two entries). Then the Aitken–Neville algorithm (or Richardson extrapolation) is used to calculate columns 2-k to yield
successively higher-order approximations to \( Y(t_0 + \Delta \text{ODE}) \), where the order of accuracy increases by one in each successive column:

\[
Y_{k,j} = Y_{k,j-1} + \frac{Y_{k,j-1} - Y_{k-1,j-1}}{\frac{n_t}{n_t-1}} - 1 \quad (k = 2, \ldots, k_{\text{target}}; j = 2, \ldots, k).
\]  

(B.2)

This formula is used to compute \( Y_{k,j} \) for \( 2 \leq j \leq k \), which is a \( j \)th-order approximation to \( Y(t_0 + \Delta \text{ODE}) \). As each row of the table is computed, an estimate of the work required for that row (denoted as \( \text{cpu}_k \), proportional to the CPU time used to form the row) is computed and stored, based on the numbers of Jacobian updates, linear system solves, and right-hand-side updates. After each row is computed, convergence is checked using criteria that are essentially the same as those used in CVODE. Here, the difference between \( Y_{k,k} \) and \( Y_{k,k-1} \) is used to determine whether or not \( Y_{k,k} \) is a sufficiently accurate estimate of \( Y(t_0 + \Delta \text{ODE}) \). For each dependent variable \( \alpha \) in table row \( k \), \( \Delta_{\alpha,k} = |Y_{\alpha,k,k} - Y_{\alpha,k,k-1}| \) \( (\alpha = 1, \ldots, N_\alpha) \) is calculated, and a scaled error is computed as:

\[
\text{err}_k \equiv \sqrt{\frac{1}{N_\alpha} \sum_{\alpha=1}^{N_\alpha} \left( \frac{\Delta_{\alpha,k} \text{scale}_\alpha}{\text{err}_k} \right)^2}
\]

(B.3)

A provisional value of \( \Delta \text{ODE} \) for each row, \( \Delta_{\text{OD}_{E,k}} \), is computed and stored based on the expected relationship between the scaled error and the time step size:

\[
\left( \frac{\Delta_{\text{OD}_{E,k}}}{\Delta \text{ODE}} \right)^{k+1} = \frac{1}{\text{err}_k},
\]

(B.4)

from which a provisional value for the next internal time step is:

\[
\Delta_{\text{OD}_{E,k}} = S_1 \Delta \text{ODE} \left( \frac{S_2}{\text{err}_k} \right)^{\frac{1}{m}},
\]

(B.5)

where \( S_1 \) and \( S_2 \) are heuristic “safety factors” whose values are close to, but less than, one. Convergence corresponds to \( \text{err}_k = 1 \). If \( \text{err}_k \geq 1 \) and \( k < k_{\text{target}} \), the algorithm continues to the next value of \( k \) (to compute the next row of the table). If \( \text{err}_k \geq 1 \) and \( k = k_{\text{target}} \), \( \Delta \text{ODE} \) is reduced by a specified factor \( f \) (here \( f = 2 \)), and the time step starts over using the smaller value of \( \Delta \text{ODE} \); the Jacobian is updated if \( f > \min\{10^{-4}, \text{RTOL}\} \). If \( \text{err}_k < 1 \), then \( k_{\text{conv}} \) (the order at which a converged solution was found) is set to \( k \), \( \Delta \text{ODE} \) and \( k_{\text{target}} \) are updated as described below, and integration proceeds to the next solver internal time step.

At the conclusion of a successful (converged) internal time step, the values of \( \Delta \text{ODE} \) and \( k_{\text{target}} \) for the next internal time step are set in a manner that is expected to yield a converged solution for the least CPU time, based on the values of \( \Delta_{\text{OD}_{E,k}} \) and \( \text{cpu}_k \) that were computed and stored for the current time step. Specifically, \( \Delta \text{ODE} = \Delta_{\text{OD}_{E,k}} \text{cpu}_{k_{\text{conv}}}/\text{cpu}_{k_{\text{conv}}} \), and \( k_{\text{target}} \) can decrease by one if \( \text{cpu}_{k_{\text{conv}}} / \text{cpu}_{k_{\text{conv}}-1} < 0.7 \text{cpu}_{k_{\text{conv}}} / \text{cpu}_{k_{\text{conv}}-1} \) and can increase by one if \( \text{cpu}_{k_{\text{conv}}} / \text{cpu}_{k_{\text{conv}}-1} > 0.9 \text{cpu}_{k_{\text{conv}}} / \text{cpu}_{k_{\text{conv}}-1} \).

Additional tests have been implemented for robustness in combustion applications. The temperature value is checked to ensure that it remains between the lower and upper limits specified in the thermodynamic property data, and the magnitude of the scaled change in the solution vector over an iteration is checked to make sure that it is not too large. A failure of either of these checks also results in a reduction in \( \Delta \text{ODE} \).

Appendix C. Structure of chemistry equations

For each computational element, a system of nonlinear coupled ODEs is solved to give the change in composition due to chemical reactions over a computational time step \( \Delta \text{CFD} \). Here we consider a reacting ideal-gas mixture containing \( N_\alpha \) species, and work in terms of molar concentrations. The following system of \( N_\alpha + 1 \) ODEs is solved:

\[
\frac{dc_{\alpha}}{dt} = \omega_{\alpha} \quad (\alpha = 1, \ldots, N_\alpha),
\]

(C.1)

\[
\frac{dT}{dt} = - \sum_{\alpha=1}^{N_\alpha} \left( h_{\alpha c} \omega_{\alpha} \right) / \left( \sum_{\alpha=1}^{N_\alpha} \left( c_{\alpha c} \rho_{\alpha} \right) \right).
\]

Here \( c_{\alpha c} \) is the species-\( \alpha \) molar concentration, \( T \) is temperature, \( \omega_{\alpha} \) is the species-\( \alpha \) molar production rate (from the given chemical mechanism), \( h_{\alpha c} \) is the species-\( \alpha \) molar specific enthalpy, and \( c_{\alpha c} \rho_{\alpha} \) is the species-\( \alpha \) molar specific constant-pressure specific heat.

This approach has been found to be more convenient and robust compared to solving for species mass fractions, since the chemical source terms are usually given on a molar basis. It does require a conversion between species mass fractions and mole fractions on entering and exiting the solver, in the case where the underlying CFD code solves equations for species mass fractions (as is the case here). Since approximations that are made in calculating the Jacobian are of secondary importance, and a continuity equation is solved in the CFD code, the mass density \( \rho \) is kept constant over the stiff ODE solution, and thermodynamic properties are updated by the CFD code in a manner that is consistent with the underlying CFD algorithm at the end of the chemistry calculations. It has been confirmed that computed pressure, temperature and species composition time evolutions from this implementation converge to the solutions obtained using a dedicated homogeneous reactor model (e.g., CHEMKIN-based [30] adiabatic constant-pressure or adiabatic constant-volume models) as \( \Delta \text{CFD} \) decreases toward zero. It also has been confirmed that the general conclusions that have been drawn here regarding the behavior of BDF and extrapolation methods remain valid when alternative formulations are used (e.g., solving for mass fractions rather than mole fractions; updating properties over the course of the stiff ODE solver iterations).
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