SPECTRAL CALCULATIONS OF ONE-DIMENSIONAL INVISCID COMPRESSIBLE FLOWS*
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Abstract. The extension of spectral methods to inviscid compressible flows is considered. Techniques for high resolution treatment of shocks and contact discontinuities are introduced. Model problems that demonstrate resolution of shocks and contact discontinuities over one effective grid interval are given.
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1. Introduction. Spectral methods [4] are based on representing the solution to a problem as a truncated series of smooth functions of the independent variables. They have been applied to the numerical simulation of a variety of viscous flows, including the numerical simulation of turbulence [15] and the numerical simulation of transition to turbulence [14] in incompressible fluids. It may seem that spectral methods are limited to problems where Fourier series are appropriate in rectangular geometries and spherical harmonic series are appropriate in spherical geometries. In these cases, smooth solutions can be represented as rapidly converging spectral series, leading to significant economies over discrete approximations that lead to finite difference methods.

Spectral methods have now developed as a useful tool in areas far removed from their original, and perhaps obvious, applications. Transform methods [10] have allowed their application to problems with general nonlinear and nonconstant coefficients. Orthogonal polynomial expansions [4] have expanded widely the kinds of boundary conditions amenable to spectral treatment. New extensions of the fast Fourier transform to nearly arbitrary Sturm–Liouville eigenfunction bases [11] may improve the efficiency of spectral methods based on exotic function bases. A fast, general iteration method has improved the efficiency of solving general spectral equations so that spectral solution of problems in general complicated geometries requires little more work than that required to solve the lowest-order finite-difference approximation to the problem in the complex geometry [12].

One kind of problem has not yet received much attention for treatment by spectral methods, namely, the approximation of discontinuous solutions by spectral methods. Some early partial results were encouraging. It was shown [13] that continuous solutions with discontinuous derivatives are well represented spectrally and that the accuracy advantages of spectral methods over finite difference methods survive for such solutions.

In the present paper, we provide an initial glimpse into the extension of spectral methods to treat discontinuous solutions with shocks and contact discontinuities. The
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results are encouraging. It seems that spectral methods allow the resolution of shock fronts and contact discontinuities by shock-capturing techniques with only one grid interval across the discontinuity. Of course, spectral methods may also be used with shock-fitting techniques to represent a perfectly sharp discontinuity.

2. Linear hyperbolic problems. It has been shown [9] that by pre- and post-processing discontinuous data it is possible to achieve high accuracy with spectral approximations to discontinuous solutions of linear problems.

A standard model problem [1] is given by the one-dimensional wave equation

\[
\frac{\partial u(x, t)}{\partial t} + \frac{\partial u(x, t)}{\partial x} = 0,
\]

with periodic boundary conditions on the interval 0 ≤ x ≤ 2π. With nonsmooth initial data \( u(x, 0) = f(x) \), the solution \( u(x, t) = f(x - t) \) (extended periodically) is nonsmooth for all \( t \) and a Fourier-spectral method should be expected to converge slowly. Nevertheless, results obtained by pseudospectral Fourier solution of (1) on a uniform grid are spectacular (at least in comparison with those obtained by such techniques as the flux-corrected transport (FCT) algorithm [1]). Of course, both the spectral and finite-difference results may be improved using adaptive mesh-refinement methods to improve resolution near discontinuities. In Fig. 1, the solution to (1) is plotted at \( t = 4\pi \) (after two full propagation periods over the spatial domain) with \( f(x) = \exp\left(-\left(x - \pi\right)^2/4\Delta x^2\right) \), so the solution is a Gaussian with width \( 2\Delta x \), where \( \Delta x = 2\pi/64 \) is the effective grid resolution with 64 Fourier modes. The results plotted in Fig. 1 were obtained using a weak low-pass filter to pre- and post-process the results [see (24) below].

In Fig. 2, similar plots are given for the solution to (1) when \( f(x) \) is a top-hat function. Here a stronger post-processing [see (22) below] was necessary to remove large oscillations, due to the Gibbs phenomenon, near the discontinuities. The particular post-processing does not appear to be too important for this problem; we used a one-sided average in the neighborhood of rapid changes of the solution. The
motivation for this choice is similar to that of the FCT algorithm [1]. The results plotted in Figs. 1 and 2 are obtained using 64 Fourier modes, corresponding to 64 collocation points.

3. Compressible flow problems. In this section, we study the application of spectral methods to one-dimensional compressible flow problems. In § 7, we compare the results with those obtained by more conventional finite-difference methods. The one-dimensional Eulerian equations of motion in a finite shock tube are, in conservation form,

\begin{align}
\frac{\partial w}{\partial t} + \frac{\partial F(w)}{\partial x} &= 0, \quad -1 \leq x \leq 1, \\
\end{align}

\begin{align}
w &= (\rho, m, E)^T, \\
F(w) &= uw + (0, p, pu)^T,
\end{align}

where \(\rho\) is the mass density, \(m\) is the momentum density, \(E\) is the total energy density, \(p\) is the pressure and \(u = m/\rho\) is the velocity.

We assume the equation of state to be

\begin{align}
p = (\gamma - 1)[E - \frac{1}{2}pu^2];
\end{align}

we usually take \(\gamma = 1.4\), as is appropriate for a diatomic gas.

For simple shock tube problems, that involve only constant states separated by shocks and contact discontinuities, there is no immediate need for high-order accurate numerical methods. However, for more complicated flow problems, especially in higher dimensions, where there may be interacting shocks, rarefaction waves or contact discontinuities, as well as the interaction of shocks with boundary layers and interfaces, it is necessary to have both high accuracy in the interior of the flow, in the boundary layers and near the interfaces, and good representations of discontinuities. From this point of view it seems appropriate to use the Chebyshev spectral method, since it provides both high interior accuracy and very high resolution in the boundary layer region [4].

We regard the classical simple shock tube problems as extremely severe tests of spectral methods. After all, spectral methods are designed to give good resolution of complicated flow structures distributed through the flow domain and, since they are
based on expansions in orthogonal functions, it would seem that isolated local jumps
at shocks and contact discontinuities would be most inhospitable for them. On the other
hand, it would seem that low-order finite-difference methods would be best for treating
shock discontinuities because of their localized character. One of the important
conclusions of this paper is that the accuracy (or rather, the resolution) advantages of
spectral methods hold up in the neighborhood of shock discontinuities, not just in
regions of smooth flows and boundary layers.

There are three ways to apply Chebyshev-spectral methods to these problems:
namely, collocation, Galerkin, and tau approximations [4]. We choose to use the
collocation (or pseudospectral) technique here for two reasons. First, collocation is the
easiest and most efficient method to apply for complicated problems. Also, since
collocation involves solving the equations in physical space rather than in transform
space with transforms used only to evaluate derivatives, boundary conditions are also
easier to apply.

Let us give a brief description of the collocation method. At each time step, we
evaluate the components of \( F \) in (2) at the points

\[
x_j = \cos \frac{\pi j}{N}, \quad 0 \leq j \leq N.
\]

Next, the Chebyshev expansion coefficients \( a_n \) of \( F \) are found from

\[
F(x_j) = \sum_{n=0}^{N} a_n T_n(x_j), \quad 0 \leq j \leq N,
\]

where \( T_n(x) \) is the Chebyshev polynomial of degree \( n \) defined by \( T_n(x) = \cos \left( \frac{n \pi}{2} x \right) \).
Since \( T_n(\pi/2) = \cos \left( \frac{n \pi}{2} \right) \) it follows that

\[
a_n = \frac{2}{\bar{c}_n} \sum_{\rho=0}^{N} \frac{1}{\bar{c}_\rho} F(x_\rho) \cos \frac{\pi \rho n}{N}, \quad 0 \leq n \leq N,
\]

where \( \bar{c}_0 = \bar{c}_N = 2 \) and \( \bar{c}_n = 1 \) for \( 0 < n < N \). Differentiating (6) gives

\[
\left( \frac{\partial F}{\partial x} \right)_j = \sum_{n=0}^{N} a_n T'_n = \sum_{n=0}^{N} s_n T_n,
\]

where

\[
s_n = \frac{2}{\bar{c}_n} \sum_{\rho=0}^{N} \rho a_\rho, \quad \rho + n \text{ odd}
\]

Equations (7)–(8) are implemented using the fast Fourier transform. In order to avoid
having to perform order \( N^2 \) operations to evaluate (9), we observe that \( s_N = 0 \),
\( s_{N-1} = 2N a_N \) and \( s_n(n \leq N - 2) \) satisfies the recurrence relation

\[
\bar{c}_n s_n = s_{n+2} + 2(n + 1)a_{n+1} \quad (n \leq N - 2).
\]

Using (10), only \( O(N) \) operations are necessary to obtain \( s_n \) from \( a_n \). Thus, using the
fast Fourier transform, evaluation of \( \partial F/\partial x \) from \( F \) requires only order \( N \log N \)
operations.

It should be noted that the collocation points \( x_j \) are crowded in the neighborhood
of \( x = 1 \) and \( x = -1 \). \([x_1 \text{ and } x_{N-1} \text{ are located at distances of } \pi^2/2N^2 \text{ from } x = 1, -1, \text{ respectively.} \) For \( N = 128 \), there are 40 points located in the interval \( 0.9 < |x| \leq 1 \). This
high boundary resolution can be of great value when boundary layers or interfaces are
also present, but is wasteful for the simple test problems of the present paper.
Next, we describe some time marching techniques. Let us denote the discrete approximation for \( w \) at collocation point \( x_i \) and time step \( n \Delta t \) by \( w_i^n \), the discrete approximation for \( F \) by \( F_i^n \). Then we advance in time using the two-step (modified Euler) method:

\[
\begin{align*}
&w_i^{n+1/2} = w_i^n - \frac{1}{2} \Delta t \left( \frac{\partial F}{\partial x} \right)_i^n, \\
&w_i^{n+1} = w_i^n - \Delta t \left( \frac{\partial F}{\partial x} \right)_i^{n+1/2}.
\end{align*}
\]

This scheme results in a linear stability condition of the form

\[
\Delta t \leq \frac{8}{N^2 \max (|u| + c)},
\]

where \( c \) is the sound speed. This condition is very severe; indeed, using finite difference methods with \( N \) points leads to stability restrictions like \( \Delta t = O(1/N) \). An alternative approach is given in [5] and [12] that avoids the latter difficulty. The approach described in [5] yields an unconditionally explicit stable scheme whereas that described in [12] involves a very efficient implicit technique.

In this paper, however, we present results gotten by using (11), (12). Application of the other time marching techniques will be given elsewhere.

4. Conservation properties of pseudospectral methods. In this section, we discuss the conservation properties of pseudospectral methods applied to a nonlinear system of equations. Consider

\[
\frac{\partial w}{\partial t} = D F(w), \quad w(x, 0) = \phi(x).
\]

It is well known that, in general, no smooth solution can exist for all time. Instead, one seeks a weak solution defined by the requirement that the integral relation

\[
\int \int (\psi, w - \psi, F) \, dx \, dt + \int \psi(x, 0) \phi(x) \, dx = 0
\]

be specified for all smooth test vectors \( \psi \) which vanish both for large \( t \) and on the boundary of the domain.

It can be shown that, as a result of the integral relation (15), the weak solution must satisfy the Rankine–Hugoniot shock conditions. Assume now that (14) is spatially discretized by the pseudospectral Fourier method (see [4]). By this we mean that \( WN(x, t) \) is defined as the trigonometric interpolant of \( w(x, t) \) at the points \( x_j = \pi j/(N + 1) (j = 0, \ldots, 2N) \), \( FN(x, t) \), is defined as the interpolant of \( F \) at \( x_i \) and one solves the \( 2N + 1 \) vector equations

\[
\frac{\partial w_N}{\partial t}(x_i, t) = \frac{\partial F_N}{\partial x}(x_i, t), \quad j = 0, \ldots, 2N.
\]

This discretization should be used only if the boundary conditions of (14) are periodic with period \( 2\pi \).

Following Lax and Wendroff [8], we can prove

**Theorem 1.** Assume that as \( N \to \infty \), \( w_N \) converges boundedly to some vector \( w \). Then \( w(x, t) \) is a weak solution of (14) with initial value \( \phi \).
Proof. Let $\psi(x, t)$ be a periodic test function and let $\psi_N(x, t)$ be the interpolant of $\psi$ at $x = x_j$. Let $\phi_N(x)$ be the interpolant of the initial condition $\phi$ at the same points.

Multiplying (16) by $\psi_N(x_j)$ and summing, one gets

$$
\sum_{j=0}^{2N} \psi_N(x_j, t) \frac{\partial w_N}{\partial t}(x_j, t) = \sum_{j=0}^{2N} \psi_N(x_j, t) \frac{\partial F_N(w_N(x_j, t))}{\partial x}.
$$

We interpret now the sums on both sides of this result in terms of the trapezoidal integration rule. Since $\psi_N w_N$ and $\psi_N F_N$ are trigonometric polynomials of degree $2N$, the trapezoidal rule is exact (see [2]). Therefore, we obtain

$$
\int_0^{2\pi} \psi_N(x, t) \frac{\partial w_N}{\partial t}(x, t) \, dx = \int_0^{2\pi} \psi_N(x, t) \frac{\partial F_N}{\partial x}(x, t) \, dx = -\int_0^{2\pi} F_N(x, t) \frac{\partial \psi_N}{\partial x} \, dx.
$$

We integrate now with respect to $t$ to get

$$
\int_0^{2\pi} \int_0^{\infty} dt \psi_N(x, t) \frac{\partial w_N}{\partial t}(x, t) + \int_0^{2\pi} \int_0^{\infty} dx \, F_N(x, t) \frac{\partial \psi_N}{\partial x} = 0.
$$

Integrating the left-hand side by parts and taking into account that $\psi_N(x, t) \to 0, t \to \infty$, we obtain

$$
- \int_0^{2\pi} \psi_N(x, 0) w_N(x, 0) \, dx - \int_0^{2\pi} \int_0^{\infty} \left[ w_N(x, t) \frac{\partial \psi_N}{\partial t}(x, t) - F_N(x, t) \frac{\partial \psi_N}{\partial x}(x, t) \right] \, dx \, dt = 0
$$

or

$$
\int_0^{2\pi} \psi_N(x, 0) \phi_N(x) \, dx + \int_0^{2\pi} \int_0^{\infty} \left[ w_N(x, t) \frac{\partial \psi_N}{\partial t}(x, t) - F_N(x, t) \frac{\partial \psi_N}{\partial x}(x, t) \right] \, dx \, dt = 0.
$$

Letting $N \to \infty$ completes the proof of the theorem.

Theorem 1 establishes the fact that the pseudospectral Fourier method applied to problems with shocks yields the correct shock speed. The following argument [7] asserts that this method can achieve resolution of shock discontinuities over one effective grid interval.

If the numerical approximation $u_{ap}$ to an exact shock solution $u_{ex}$ over the interval $0 \leq x < 2\pi$ is smeared over a distance $h$ near a shock of strength $U$ then

$$
\int_0^{2\pi} (u_{ex} - u_{ap})^2 \, dx \approx \frac{h U^2}{3}
$$

where the constant $\frac{1}{3}$ obtains if the error $u_{ex} - u_{ap}$ varies linearly from 0 to $U$ over a distance $h/2$. On the other hand, it is in principle possible that the first $N$ Fourier coefficients of $u_{ap}$ in an $N$-term Fourier spectral calculation agree closely with those of $u_{ex}$. Since the $n$th Fourier coefficient $a_n$ of a shock solution on $[0, 2\pi]$ behaves asymptotically as $U/2\pi n$ as $n \to \infty$, it follows that

$$
\int_0^{2\pi} (u_{ex} - u_{ap})^2 \, dx \lesssim 2\pi \sum_{|n| \approx N/2} |a_n|^2 \sim \frac{2U^2}{\pi N^2}.
$$

Therefore, $h \leq 6/\pi N$. Since the effective grid separation $\Delta$ is $2\pi/N$, it follows that, optimally,

$$
h \leq \frac{\Delta}{3},
$$

or better than one grid interval resolution.
It is interesting to note that (16) implies that the components of $w_N$ are conserved. In fact, summing up both sides of (16), one gets

$$\sum_{j=0}^{2N} \frac{\partial w_N(x_j, t)}{\partial t} = \sum_{j=0}^{2N} \frac{\partial F_N(x_j, t)}{\partial x}.$$

By the same argument as before, one can replace the sums by integrals to get

$$\frac{d}{dt} \int_0^{2\pi} w_N(x, t) \, dx = \int_0^{2\pi} \frac{\partial F_N(x, t)}{\partial x} \, dx = 0.$$

Therefore

$$\int_0^{2\pi} w_N(x, t) \, dx = \int_0^{2\pi} w_N(x, 0) \, dx.$$

For compressible flow problems, this shows that the mass, momentum, and energy are conserved.

We would like now to demonstrate that the same conservation properties that were established for the pseudospectral Fourier method hold also for the pseudospectral Chebyshev method. In analogy to Theorem 1, we can prove

**Theorem 2.** Let $w_N$ and $F_N$ be the pseudospectral Chebyshev approximation described in (5)-(10) to (14). Then if $w_N$ converges to $w$ and $\psi$ is a smooth test function such that $\psi(-1, t) = \psi(1, t) = 0, \psi(x, \infty) = 0$ then $w(x, t)$ is a weak solution of (14).

**Proof.** It is shown in [4, p. 15] that $w_N$ satisfies exactly the equation

$$\frac{\partial w_N}{\partial t} = \frac{\partial F_N}{\partial x} + \tau(t) U_{N-1}(x) P(x),$$

where $U_{N-1}$ is the Chebyshev polynomial of the second kind so that $U_{N-1}(x_j) = 0$ for $j = 1, \cdots, N-1$ and $P(x)$ is a polynomial of degree 1 that corresponds to the boundary condition. More precisely, $P(x) = 1 - x$ when the boundary data is prescribed at $x = -1$, and $P(x) = 1 + x$ when the boundary data is prescribed at $x = +1$. Suppose $\psi_{N-3}$ is the interpolant of $\psi/\sqrt{1 - x^2}$ at the points $x_j = \cos(\pi j / (N - 3))(j = 0, \cdots, N - 3)$, then

$$\int_{-1}^{1} \sqrt{1 - x^2} \psi_{N-3}(x, t) \frac{\partial w_N}{\partial t}(x, t) = \int_{-1}^{1} \sqrt{1 - x^2} \psi_{N-3}(x, t) \frac{\partial F_N}{\partial x}$$

$$+ \tau \int_{-1}^{1} U_{N-1} P(x) \psi_{N-3} \sqrt{1 - x^2} \, dx.$$

Since $P(x) \psi_{N-3}(x)$ is a polynomial of degree $N - 2$, the last integral at the right-hand side of (18) vanishes.

The rest of the proof is similar to the proof of Theorem 1. Defining $\rho_N = \sqrt{1 - x^2} \psi_{N-3}$ and integrating, we obtain

$$\int_{-1}^{1} w_N(x, 0) \rho_N(x, 0) \, dx + \int_{0}^{\infty} \int_{-1}^{1} \left( w_N \frac{\partial \rho_N}{\partial t} - F_N \frac{\partial \rho_N}{\partial x} \right) \, dx \, dt = 0.$$

Since $\rho_N \to \psi$, uniformly, and the derivatives of $\rho_N$ converge similarly to the derivatives of $\psi$ and since $w_N \to w$, the proof is completed.

We are also able to show that the components of $w$ are conserved. In fact, since

$$\frac{\partial w_N}{\partial t}(x_j) = \frac{\partial F_N}{\partial x}(x_j)$$
for all interior points \( x_j \), one can use the Clenshaw–Curtiss quadrature formula [2] to get

\[
\sum_{j=0}^{N} \frac{\partial w_N(x_j)}{\partial x} \alpha_j = \int_{-1}^{1} \frac{\partial w_N}{\partial t} \, dx,
\]

\[
\sum_{j=0}^{N} \frac{\partial F_N(x_j)}{\partial x} \alpha_j = \int_{-1}^{1} \frac{\partial F_N}{\partial x} \, dx - F_N(1) - F_N(-1),
\]

where

\[
\alpha_j = \alpha_{N-j} = \frac{4}{N} \sum_{k=0}^{N/2} \frac{1}{1 - 4k^2 \cos \frac{\pi jk}{N}},
\]

\[
\alpha_0 = \alpha_N = \frac{1}{N^2 - 1}.
\]

Therefore, (19) gives

\[
\frac{d}{dt} \int_{-1}^{1} w_N \, dx = \sigma,
\]

where \( \sigma \) represents the contribution from the boundaries. In the case of homogeneous boundary conditions, where \( w_N \) and \( \partial F_N / \partial x \) both vanish at the boundaries so that \( \sigma = 0 \),

\[
\int_{-1}^{1} w_N(x, t) \, dx = \int_{-1}^{1} w_N(x, 0) \, dx,
\]

demonstrating conservation.

5. Boundary conditions. Boundary conditions play a crucial role in the application of spectral methods. Incorrect boundary treatment may give strong instabilities, in contrast to finite difference methods in which instabilities due to boundaries usually appear as relatively weak oscillations. On the other hand, as opposed to high-order finite-difference methods, spectral methods normally do not require numerical boundary conditions in addition to the physical boundary conditions required by the partial differential equation.

For shock tube problems, we must specify all the flow variables at supersonic inflow points, two flow variables at subsonic inflow points and one flow variable at subsonic outflow points. If we overspecify or underspecify the boundary conditions, spectral calculations are usually spectacularly unstable.

At subsonic outflow points, it is not satisfactory to specify arbitrarily any one of the flow variables \( m, \rho, u \) or \( E \). With arbitrary outflow boundary conditions, one can obtain oscillations that originate at the boundary. The outflow boundary conditions used here were obtained following the analysis given in [3]. We advance one time step without imposing the boundary conditions and denote the calculated quantities by \( w_c \). We observe that if \( x = +1 \) is a subsonic outflow point, the incoming characteristic quantity at \( x = +1 \) is \( v_1 = \rho - (\rho c)u \), whereas the outgoing characteristic quantities are \( v_2 = \rho + (\rho c)u \), \( v_3 = \rho - c^2 \rho \). Let us assume that one flow variable is given on the inflow characteristic at \( x = +1 \). Then we solve the system

\[
v_2 = (v_2)_c, \quad v_3 = (v_3)_c
\]

for the two remaining flow variables at \( x = 1 \). This procedure yields a stable scheme with no oscillations emanating from the boundaries. In contrast to inflow–outflow
boundaries whose treatment is quite systematic by the above procedure, material boundaries evidently do require boundary conditions in addition to those required by the mathematical theory of characteristic initial value problems. At characteristic surfaces, like material boundaries, the specification of one flow variable, like \( u = 0 \), should suffice. However, we find that it is necessary to supplement this boundary condition at only one characteristic boundary by one additional condition, like \( p \) given. An analysis of these boundary conditions will be given elsewhere.

6. Smoothing and filtering. The approximation of discontinuous functions by truncated Chebyshev polynomial expansions exhibits large oscillations near jumps and has two point oscillations over the whole region [4]. Similar oscillations are observed when approximating shock waves in inviscid flows. These oscillations may induce instabilities in nonlinear problems since they can interact with the smooth part of the solution and be amplified. It is essential for stability reasons either to eliminate completely these oscillations or to control them in such a way that stability is not affected.

Several methods to achieve stable computations have been investigated including artificial viscosity, Shuman filtering and a new spectral filtering method to be described below. We will report results obtained by the latter two methods.

Shuman filtering involves applying the filter

\[
\tilde{w}_j^n = w_j^n + \theta_{j+1/2}(w_{j+1}^n - w_j^n) + \theta_{j-1/2}(w_j^n - w_{j-1}^n) \tag{22}
\]

The idea is to choose smoothing factors \( \theta_j \) that vanish in smooth parts of the solution and become large only in the neighborhood of discontinuities. Following Harten and Tal-Ezer [6], we choose

\[
\theta_{j+1/2} = \beta \frac{|\rho_{j+2} - \rho_{j+1} - 2(\rho_{j+1} - \rho_j) + (\rho_j - \rho_{j-1})|}{|\rho_{j+2} - \rho_{j+1}| + 2|\rho_{j+1} - \rho_j| + |\rho_j - \rho_{j-1}|}, \tag{23}
\]

where \( 0 < \beta < 1 \) is a suitable constant. Typically, \( \beta = 0.01 \) in our calculations.

A more intriguing kind of filtering is based on the following idea. If a low-pass spectral filter just strong enough to remove those high frequency waves that lead to numerical instabilities is applied to the inviscid compressible flow equations, the spectral equations will give bad oscillations near shock fronts and other discontinuities. However, as recently pointed out by Lax [7], these oscillatory solutions obtained by a high-order method like a spectral method should contain enough information to be able to reconstruct the proper nonoscillatory discontinuous solution by a post-processing filter. The idea is that very weak filtering or damping to stabilize together with a final "cosmetic" filter to present the results should be able to give great improvements in resolution.

In practice, we use a low-pass filter for stabilizing purposes that is of the form

\[
f(k) = \begin{cases} 
1, & k < k_0, \\
e^{-\alpha(k-k_0)^2}, & k > k_0,
\end{cases} \tag{24}
\]

where \( k \) is a spectral (wavenumber) index, \( k_0 \) depends on the strength of the shock and \( \alpha \) is a constant of order 1. For typical fluid dynamical shocks, we choose \( k_0 \sim \frac{\pi}{6}N \), where \( N \) is the maximum wavenumber in the spectral representation of the flow. We have found that, for moderate shocks, the results are insensitive to the detailed form of (24). However, it is important that \( f(k) \) be low-pass so \( f(k) = 1 \) for \( k < k_0 \), because the large-scales are treated very accurately (without phase error) by the spectral method.
Finally, we explain how to post-process the numerical results to retrieve smoothed results with localized discontinuities from the noisy, but stable, calculations. Our method is to first determine the location of the discontinuities in the flow and then to apply a Shuman filter to smooth the data on either side of the discontinuities (without using data from the opposite side of the discontinuity in the smoothing process). The key to the success of this procedure is the apparent ability of the spectral results to preserve information on the precise location of discontinuities. Similar post-processing methods do not work so well on finite-difference results because, in such calculations, the shock position does not seem to be localized within one grid interval.

The results obtained by this procedure of pre- and post-processing the results are not very sensitive to details of the procedure (e.g., $\alpha$ and $k_o$ in (24)), provided the filtration is strong enough to remove instabilities. At the present time, precise stability bounds for $\alpha$ and $k_o$ are not known.

The location of discontinuities is found by an examination of the spectral coefficients. One may assume that the smooth part of the solution is well represented by the first few coefficients, while the leading behavior of the high-order coefficients is generated by the discontinuities. As a rule of thumb, we examine the middle third of the coefficients, since the highest third may be unreliable due to the stabilizing smoothing.

The expansion coefficients $a_k$ should be fit by an expression of the form

$$a_k = \sum_{s=1}^{s} B_s A_k(X_s), \quad \frac{N}{3} \leq k \leq \frac{2N}{3},$$

where $S$ is the number of shocks, $A_k(X)$ is the spectral coefficient of a Heaviside function with a jump at $X$ and $B_s, X_s$ are the intensities and locations, respectively, of the various shocks.

In our case (Chebyshev collocation), it may be readily verified that

$$A_k(X) = \frac{1}{N} \frac{\sin \frac{k\pi}{N}(L + 1/2)}{\sin \frac{k\pi}{2N}}, \quad 0 < k < N,$$

$$A_0(X) = \frac{L + 1/2}{N},$$

$$A_N(X) = \frac{1}{2N} \sin \pi(L + \frac{1}{2}),$$

with $L$ an integer related to $X$ by

$$\cos \frac{(L+1)\pi}{N} < X < \cos \frac{L\pi}{N}.$$

The solution of (25) for $B_s, X_s$ proceeds as follows. First, we rewrite (25) in the form

$$Na_k \sin \frac{k\pi}{2N} \equiv \tilde{a}_k = \sum_{s=1}^{s} B_s \sin (k\omega_s),$$

with $\omega_s = (L(X_s) + \frac{1}{2})(\pi/N)$. Now note that a sequence $b_k = \sin k\omega$ satisfies the identity

$$\frac{b_{k-1} + b_{k+1}}{2} \equiv (\Omega b)_k = \cos \omega b_k.$$
Therefore, the values $\omega_s$ are simply related to the eigenvalues of the summation operator $\Omega$. They may be computed independently of $B_s$; the jump magnitudes are found after the $\omega_s$ are determined, by a least squares procedure.

We applied this algorithm to the test case of several Heaviside functions added to a smooth background, such as $e^x$. Shock locations are recovered exactly. They are assigned to the nearest "midpoint" by (27). With $N = 64$, the predicted shock intensities are correct within a few percent for as many as 7 shocks. Moreover, when more shocks are sought than are actually present, some $\omega_s$ become imaginary, which serves as a useful check.

When actual computational data are input to the "shock locator" program described above, several jumps may be identified (of course, with the number of shocks not specified beforehand). One may then proceed in different ways:

a) Smooth between the shock locations, using one-sided smoothing at the shocks.
b) Subtract the sum of Heaviside functions and smooth the result in physical space (e.g., using a Shuman filter).
c) Subtract the coefficients of the Heaviside functions found, and smooth in the coefficient space (e.g., by deleting high order coefficients).

Of these, method a) seems the most robust, as it needs no values for the actual shock intensities. In computer experiments, all three methods perform comparably.

There are many fine adjustments that have to be made on the general algorithm to obtain the best results. On wildly oscillatory data, one may obtain spurious shocks due to large differences from "point to point"; sometimes, since several such oscillations are interpreted as shocks, the algorithm errs simply because $S$ is too large. We are investigating some ways of avoiding spurious shocks: namely, imposing an entropy condition, ignoring shocks of low intensity, weighting the coefficients or data, and iterating the smoothing procedure. There is not yet an approach which will solve all hard problems, although reasonably good results are not hard to obtain.

7. Numerical results. The first model problem is a shock tube problem with a diatomic gas ($\gamma = 1.4$), satisfying supersonic inflow at $x = -1$ and subsonic outflow at $x = +1$. The initial conditions are

\begin{equation}
 p = p_1, \quad \rho = \rho_1, \quad u = u_1, \quad -1 < x \leq 1,
\end{equation}

while the conditions applied at the inflow point $x = -1$ are

\begin{equation}
 p = p_2, \quad \rho = r(\xi, \rho_1), \quad u = \bar{u}(\xi, \rho_1, p_1, u_1),
\end{equation}

where

\begin{equation}
 r(\xi, \rho_1) = \frac{1 + 6\xi}{\xi + 6} \rho_1, \quad \bar{u}(\xi, \rho_1, p_1, u_1) = u_1 - \frac{5(\xi - 1)}{\sqrt{42\xi + 7}} \sqrt{\frac{p_1}{\rho_1}},
\end{equation}

and $\xi = p_2/p_1$ is the strength of the resulting shock. With these initial and boundary conditions, a pure shock propagates from $x = -1$ toward $x = +1$ at a speed

\begin{equation}
 v_s = u_1 + \sqrt{\frac{r_1 + 6p_2}{7p_1}}.
\end{equation}

In Fig. 3, we plot the density structure of the resulting shock wave at $t = 0.1$ determined by the Chebyshev spectral method with $N = 64$ polynomials, $\xi = 5$ in (28)-(31), and $p_1 = \rho_1 = u_1 = 1$. The exact pressure jump across this shock wave is 5 and the density jump is 2.81818. The shock speed is 3.48997. In these calculations the low-pass filter (24) is applied every time step and the final results are cosmetically
filtered by a one-sided Shuman filter (22) with constant \( \theta_j \), replaced by one-sided smoothing at shocks. Also, we plot in Fig. 3 the results obtained using a localized Shuman filter (22) with (23) at every time step. The latter result is similar to results obtained using a von Neumann–Richtmyer artificial viscosity. Observe that the cosmetically filtered results yield a one-point shock while the localized Shuman filter yields a three-point shock. Similar results are obtained applying the localized Shuman filter only every 100 steps or so.

FIG. 3. A plot of the density \( \rho \) vs \( x \) for the shock tube problem with initial conditions (28)–(29) with shock strength \( \xi = 5 \) at \( t = 0.1 \), obtained using the pseudospectral method with \( N = 64 \) Chebyshev polynomials. (a) Results obtained applying the low-pass filter (24) at every time step. (b) Results obtained by applying the post-processing Shuman filter (22) with constant \( \theta_j \) (except one-sided at the shock) to the results plotted in (a). (c) Results obtained using a Shuman filter (22) with (23) [with no low-pass filter] at every time step.

FIG. 4. Same as Fig. 3, except \( \xi = 10^4 \), \( t = 0.005 \).
In Fig. 4, we give a similar plot of the density across a strong shock with $\xi = 10^4$ at $t = 0.005$. Here the density jump is 5.9965. The results plotted in Figs. 3 and 4 demonstrate that our methods achieve high resolution shocks without significant oscillations.

The second model problem is a shock tube problem with $x = \pm 1$ as material boundaries. The initial conditions at $t = 0$ are

$$
\begin{align*}
\rho &= \begin{cases} 
1.0, & x < 0, \\
0.55, & x = 0, \\
0.1, & x > 0,
\end{cases} \\
p &= \begin{cases} 
1.0, & x < 0, \\
0.5625, & x = 0, \\
0.125, & x > 0,
\end{cases}
\end{align*}
$$

(32)

while the boundary conditions are

$$
\begin{align*}
u &= 0, & x = \pm 1, \\
p &= 1, & x = -1.
\end{align*}
$$

(33)

For moderate $t$, the solution to this problem consists of one shock, one contact discontinuity and a rarefaction wave.

A variety of difference methods for solution of the flow that evolves from (32)–(33) have been compared by Sod [16]. We have solved this problem using the spectral filtering method with $N = 64$ Chebyshev polynomials to represent the flow (in contrast to Sod’s 100 point grid). The results are plotted in Fig. 5 at $t = 0.3$. Both the shock and contact discontinuity are resolved over only one grid point. The overall solution is in

---

**Fig. 5.** Plots of the density, pressure, velocity, and energy at $t = 0.3$ for the shock tube problem with initial-boundary conditions (32)–(33). The Chebyshev spectral equations were truncated at $N = 64$ polynomials, and the spectral filtering method was applied to smooth the final results.
good agreement with the exact solution to the problem. However, without the “cosmetic” final filter, the results are highly oscillatory. Evidently, the highly oscillatory, but stable, spectral solutions do contain enough information to reconstruct sharp discontinuities.

Finally, we consider a problem in which we test for possible degrading of the solution due to the nonlinear interaction between oscillations arising from interacting shock waves. The initial conditions are

\[
p = \rho = u = 1, \quad -0.9 < x \leq 1,
\]

\[
p = 2, \quad \rho = r(2, 1), \quad u = \tilde{u}(2, 1, 1, 1), \quad -1 < x \leq -0.9,
\]

\[
p = 5, \quad \rho = r(2.5, r(2, 1)), \quad u = \tilde{u}(2.5, r(2, 1), 2, \tilde{u}(2, 1, 1, 1)), \quad x = -1.
\]

These initial conditions correspond to a \( \xi = 2.5 \) shock lying a distance 0.1 behind a \( \xi = 2 \) shock. The stronger shock overtakes the weaker shock and generates a single coalesced shock and associated contact discontinuities and rarefaction wave. The resulting density at \( t = 0.4 \) after shock coalescence is plotted in Fig. 6. Observe that the cosmetic filtering method gives good resolution of both the shock and the contact discontinuity while the localized Shuman filtering method deteriorates in the neighborhood of the contact.

In conclusion, we believe that the excellent results achieved by the present initial investigation of spectral methods for highly compressible flows suggests that these methods may prove useful for problems of practical interest. Such applications are now underway.
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